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ABSTRACT

The first fast-ion profile measurements have been made in a reversed-field pinch (RFP)

plasma. A large population of fast-ions are deposited in the core of the Madison Symmetric

Torus (MST) through use of a 1 MW neutral beam injector (NBI) giving rise to a variety

of beam-driven instabilities. One such mode, the energetic-particle mode (EPM) has been

shown to reduce fast-ion content in MST, evident through drops in signal levels of the

advanced neutral particle analyzer (ANPA).

EPMs in MST appear as bursts of magnetic fluctuations at a lab frequency of ∼100 kHz

reaching peak amplitude and decaying away within 100µs. A burst ensemble of the neutron

data does not reveal a drop in neutron emission across a burst, implying the population

of fast-ions transported by a burst constitute a small fraction of the total. The burst may

also pitch-angle scatter out of the ANPA phase space or be transported to mid-radius where

charge-exchange with the background neutrals or fast-ion orbit stochasticity may reduce

fast-ion confinement.

Data gathered from the expanded neutron diagnostic suite including a new collimated

neutron detector (CiNDe) was used to reconstruct the fast-ion profile in MST and measure

critical βf quantities. Measurements were made in plasma conditions with varying magnetic

field strength in order to investigate the interplay between the energetic particle (EP) drive

and Alfvén continuum damping. The measured values of βf (0) (7.5% (1.2%) in 300 (500) kA

plasmas) are reduced from classical predictions (TRANSP predicts up to 10% core value) due

to EPM activity. The frequency, magnitude, and rate of occurrence of the bursts depends

on the tearing mode amplitude, Alfvén continuum damping rate, fast-ion profile shape, and

resonant orbit dynamics.

Marginal stability was reached in both moderate- (300 kA) and high- (500 kA) current

discharges, marked by sustained EPM activity and a saturated global neutron signal during

NBI. The difference in profile shape is interpreted to be related to the core-most resonant

tearing mode amplitude, as a larger core magnetic island moves the location of steepest
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fast-ion gradient further out in radius, resulting in lower confinement of the fast-ions. The

reconstructed profile is more strongly peaked at lower current, consistent with a lower mea-

sured core-most tearing mode amplitude. A larger dataset at lower current gives enough

temporal resolution to investigate the evolution of the fast-ion profile. The suppression of

the core-most tearing mode amplitude during NBI results in a rapid and dynamically evolv-

ing fast-ion profile at the beginning of the NBI discharge and results in an initially broader

profile early evolving into a more strongly peaked profile later in the NBI discharge.
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1. BACKGROUND

At the largest scale this work takes place within a field of research that is not only

about the development a new renewable source of energy, but one that once shown to be

feasible, will reshape the course of human history and quite possibly the ultimate fate of this

planet. The details of this research do not convey the urgency of the larger problem being

addressed in the field of plasma fusion research. Nor, typically, does anything maintain a

wide perspective when viewed at the granular level. Therefore it is this opening chapter that

will serve to illustrate what has ultimately motivated this project.

To say that my contribution to this field is small is still an embarrassingly large over-

statement. However, it is the loftiness of the aims of fusion energy and not the importance

of my work that merit beginning from the largest scale, starting with a description of the

energy situation and the current threats to the earth. It is my hope that this will provide

the needed context and background for this thesis so that even when we’re deep into the

details, the overarching importance of the work being done in this field will not be forgotten.

1.1 The Energy Crisis

The energy currently utilized to sustain and drive life on Earth can be traced back almost

exclusively to the sun. The sun provides the direct energy used in photosynthesis feeding

both plants and ultimately all animals on Earth, causes wind through differential heating

of the earth’s surface, and drives the water cycle. All of these processes can and have been

harnessed to create sources of energy (photovoltaic cells, wind farms, hydroelectric power,

etc.). Without the sun, none of these mechanisms would exist, nor would life as we know it.

But there are other means of producing energy, such as the radioactive decay of heavy nuclei

or the residual heat leftover from the earth’s formation. Nuclear fission reactors utilize the
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radioactive decay process to create electricity, and geothermal heating has risen in recent

years as a more environmentally friendly way to heat certain spaces. As the energy demands

of the world continue to grow, meeting this need will ultimately rest upon developing the

most effective use of what exists around us.

Due to the industrialization and technological advancement that has taken place in the

last century the earth has seen a drastic increase in energy consumption. The US Energy

Information Administration reports that the world generated 21,532TWh of electricity in

2012 compared to 8,018 in 1980 [1]. Looking further back we observe a drastic increase

coincident with the industrial revolution, continuing through to today (Figure 1.1). As our

civilization grows and advances so do our energy needs. These needs are met through all of

the ways that we know how to make energy, and vary in terms of access to raw materials,

cost of production, environmental impacts, safety, and reliability.

Fig. 1.1: World energy consumption broken down by type, showing the drastic rise in production
from the Industrial Revolution to present day [1]

The IEA estimates that in 2007, 86.4% of the world’s energy came from natural gas, oil,

and coal. These sources, collectively known as fossil fuels, exist as a result of natural processes

over hundreds of millions of years. Under certain conditions ancient plant and animal life

would die, decompose, and become buried under layers of earth, sometimes beneath ancient

seas that eventually dried up and receded. Over millions of years the matter decomposed

into organic materials and became fossil fuels. The type of fossil fuel depends upon the type

of organic matter as well as the geologic processes and temperatures to which it was exposed.
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Oil and natural gas result from organisms that lived in the water becoming buried under

ocean and river sediments. Heat, pressure, and bacteria combined to compress the material,

creating oil in most areas, but continuing to produce natural gas in deeper, hotter regions.

Coal is a byproduct of the remains of dead trees and ferns that were subjected to similar

geologic forces.

Why is this information important? For two reasons. First, from an environmental

perspective, the fact that fossil fuels are ultimately derived from dead plants means that

they contain large amounts of carbon (anthracite coal is in fact almost pure carbon). The

burning of fossil fuels releases around 21.3 billion tonnes of CO2 per year, while the earth

can only absorb roughly half that amount [1]. This leads to a large annual expulsion of

CO2, a harmful greenhouse gas, into the atmosphere. Much has been written on the topic

of anthropogenic global warming, and the reader is referred to the IPCC [4] for an extensive

report on the status of climate science. Figure 1.2 clearly shows temperatures and sea

levels are rising while ice and snow levels are diminishing, posing serious threats to the

planet. Second, from a demand perspective, an understanding of the timescale needed for

the production of fossil fuels reveals how unsuitable it is as a long term energy option. A

look at Figure 1.1 shows that our need for energy is increasing rapidly. This is not only

due to the increase in world population from around 1 billion in the early 1800s to over 7

billion today, but also an increase in per-capita energy use as societies become increasingly

advanced (Figure 1.3). Although the processes that create fossil fuels are still at work, the

demand far outstrips the creation, so much so that fossil fuel creation is not even factored into

consumption projections. Our supply of fossil fuels is indeed finite, and although estimates

vary, the theory that fossil fuel use will generally follow a bell curve (known as Hubbert’s

Peak theory) is generally accepted, and whether or not the peak of this curve has already

passed is currently being debated. Fossil fuel, which provides over 80% of the world’s energy,

is both unhealthy for the environment and quickly running out.
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Fig. 1.2: IPCC report graphic showing global trends in temperature anomalies, surface tempera-
ture, sea ice extent and sea level change, and land precipitation

Fig. 1.3: Per capita energy consumption has drastically increased as our societies have become more
technologically advanced
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1.2 The Green Movement and Renewable Energies

Born out of the increasing understanding of the earth’s climate, the movement towards

environmentally friendly and renewable sources of energy has resulted in the development

of many new technologies, intended to offset and ultimately replace the existing harmful

forms of energy production. The most common and well developed methods of producing

“green” energy are wind, solar, and hydroelectric. While their contribution to the global

energy demand is increasing, there are some difficulties with these technologies that prevent

them from offering a solution to our energy needs.

Solar energy is the most direct form of energy production, capturing energy directly

from the sun through photovoltaics (solar cells), concentrated solar power, or solar water

heating. In its 2000 World Energy Assessment, the United Nations Development Programme

estimated that the annual solar energy potential was several times the annual world energy

consumption. The principal difficulty of solar energy is that the production is often offset

from its consumption. Energy is produced during the day while lighting demands, as well

as heating in colder climates, peak during the night. Although energy storage technology

is improving, solar technology at this time is not a suitable replacement for the backbone

energy production provided by the fossil-fuel industry.

Facing similar problems are wind and hydroelectric power. While these technologies do

not suffer from the problem of production being high while consumption is low and vise

versa, the main issue is that of transmission. Wind and hydroelectric power are bound

geographically- wind farms to hilltops and other windy corridors, hydroelectric to rivers

and streams. Despite having over 50,000 large dams in over half the world’s rivers the

energy produced through hydroelectricity is not nearly enough to satisfy the demand. Power

generated by this means also poses ecological threats, preventing spawning migration of fish,

reducing biodiversity in rivers, encouraging poor water quality, and though debated may

also be contributing to climate change through methane emissions of reservoirs. There is in

fact a growing environmental movement to start tearing down dams (see for example the

documentary “Dam Nation”). Wind farms have sprung up around the world in recent years,

but much like solar and hydroelectricity, can’t provide a viable alternative to our existing
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energy economy. While being a clean, cost-effective, domestic, and renewable source of

energy, the locations best suited for wind-energy generation are often furthest from cities

where the energy is needed.

Many other technologies are involved in the move towards a sustainable and environmen-

tally friendly energy future. Energy storage methods, bio-fuels, photosynthetic materials,

green building practices, even energy efficient lightbulbs all contribute to an ever changing

energy landscape. However, due to the pressing needs presented by the changing climate and

the difficulty faced by many of the leading renewable energy technologies, a green alternative

for backbone power supply is needed. You may not be surprised, but I have one in mind.

1.3 The Fusion Solution

Fusion energy has been a research goal worldwide since the early 1950s. It is in many

ways similar to the nuclear process involved in the fission industry. In both cases energy

is produced through the manipulation of matter on the sub-atomic level, and both face

issues of confinement. Fusion refers to the process of combining elements to create heavier

nuclei whereas fission is the process of splitting a nucleus into smaller (and usually unstable)

elements. Energy is released both by putting together light elements and splitting heavier

ones as there is a peak in the curve of net binding energy per nucleon at iron (Figure 1.4).

The binding energy is a measure of how much energy is required to split a nucleus into its

constituent protons and neutrons. This is a positive quantity for all elements and is the

difference between the attractive nuclear forces and the repulsive electric forces (protons

repelling other nearby protons). From light elements up to iron this quantity increases as

the increase in nuclear attraction outweighs that of electric repulsion. Beyond iron however,

this balance reverses, and the net binding energy per nucleon begins to decrease. As a

consequence a hydrogen and deuterium nucleus are more massive separately than when

combined to form He-3 (Helium nucleus with 2 protons and 1 neutron), the difference in

mass being their difference in binding energies. Similarly a uranium atom is more massive

than the (higher binding energy) byproducts resulting from its splitting. It is this difference

in mass that is released as energy in a fusion or fission reaction.
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Fig. 1.4: Average binding energy per nucleon vs. atomic number

Fission reactors suffer from radioactive waste, meltdown scenarios, and the hassle of

producing fissile material. A successful fusion reactor by contrast, would produce waste with

a much shorter half-life (or if utilizing aneutronic advanced fueling scenarios almost none at

all), would have no threat of meltdown, and would make use of the most abundant element

in the universe, making it the ultimate green and renewable energy source. Not only is it

environmentally friendly, but fusion power plants are easily integrable into the existing power

grid, able to adjust output to meet demand, and can be built near locations where demand is

high avoiding the issues of energy storage and transport that currently limit implementation

of other renewable solutions.

Some of the most pressing challenges in fusion research are confinement and transport.

In order to achieve a fusion reaction, two light nuclei must come in close enough proximity

for the nuclear force to overcome the electromagnetic repulsion, at which point the nuclei

will snap together and release the difference in binding energies. To increase the likelihood

of such an occurrence the nuclei in the fuel must be either very close together (very dense),

moving very fast (high temperature), or both. In laboratory plasmas temperatures of tens of

thousands or even millions of degrees are not uncommon. These high temperatures exceed

the utility of material walls.

Inertial confinement techniques avoid the container problem by simply not having one.

A frozen pellet of deuterium is compressed by meticulously timed and crafted lasers simul-
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taneously impacting the pellet. The heat from the shock wave and high density from the

implosion causes the core of the pellet to fuse. The resulting energy released from the fusion

in the core causes the pellet to explode. This method faces many technological challenges

due to the precision required by the laser system and the lack of a clear cycling or energy

removal strategy, and no net energy gain has been achieved through this technique.

Magnetic confinement is another means of combating the containment problem. When a

gas is super-heated, the gas enters the plasma state wherein electrons become disassociated

with the atoms in the gas creating a quasi-neutral mass of ions and electrons. The Lorentz

force causes charged particles to then travel in helical orbits around magnetic field lines, re-

stricting their movement perpendicular to the field but allowing unrestricted motion parallel

to it. The aurora is an example of this phenomenon- charged particles from the solar wind hit

the earth’s magnetic field and are diverted to the polar regions where they collide and ionize

different atmospheric atoms, causing the emission of the familiar greens, reds, and blues.

Making use of an ion’s affinity for sticking to field lines, magnetic confinement geometries

are typically toroidal vessels where the magnetic field lines wrap around and connect back

to themselves in an effort to keep the particles away from the vessel wall.

While the initial magnetic field can be prescribed by the experimenter, the plasma itself

generates electric and magnetic fields as its constituent ions and electrons move around the

machine. This makes the plasma-confining magnetic field geometry dynamically evolving. As

the research in this field has borne out, as soon as one instability is understood and controlled,

another seems to emerge. In addition to cross-field transport due to the perturbed magnetic

field (b̃) of instabilities, particles drift off of magnetic field lines due to non-uniformities, and

collisionality in dense plasmas can enhance particle and energy transport out of the machine.

Despite these difficulties, great progress has been made on the frontier of fusion in a

magnetically confined plasma. Many universities, national labs, and a growing number of

private industry companies are contributing to the growing body of knowledge and improving

our understanding of how to achieve fusion in a laboratory scenario. As we move into an

uncertain future facing environmental problems from climate change and an ever increasingly

scarce fossil fuel supply, laboratory plasma fusion shows the promise of being a clean, safe,

renewable, and viable replacement as the backbone energy-providing technology.
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2. INTRODUCTION

2.1 Outline

Particle behavior and confinement is an important aspect of any magnetic confinement

fusion reactor. In order to sustain a “burning” plasma, the high energy charged fusion

products must be confined long enough to transfer their energy back into the plasma so as to

perpetuate further fusion reactions. The toroidal magnetic geometry found in tokamaks and

most other magnetic confinement devices induces drifts due to curvature and non-uniformity

and the presence of large numbers of particles causes confinement degradation through large

scale plasma waves and collisionality, potentially damaging the containment vessel itself.

Two main categories of fast-particle-driven instabilities are important; so called gap modes

(which are weakly damped normal modes of the plasma), and continuum modes which are

strongly damped, strongly driven modes on the shear Alfvén continuum.

This thesis is a set of new measurements and orbit modeling which, when considered

together with previous results, help answer the question of what limits the fast-ion content

in the core of the NBI-heated RFP. The RFP and neutral beam heating of it (for which

the MST is the only experiment in the world) and standard diagnostics are introduced in

2.2-2.3 below. A discussion of fast-ion driven Alfvénic mode activity, largely responsible for

the transport of energetic ions, and previous measurements of a critical fast-ion pressure in

other devices is found in 2.4-2.5. A summary of the new results in this thesis is in 2.6.

Chapter 3 is a detailed description of the fusion neutron diagnostics developed to mea-

sure the fast-ion density profile. Chapter 4 describes the motion of fast ions in the RFP

equilibrium field and includes discussion of fast-ion confinement, the rapid buildup of an

energetic population, and a resulting destabilization which leads to a saturated fast-ion con-

tent. Chapter 5 compares measurements from multiple plasma conditions to explain the
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limiting behavior. The stability to the EPM represents an upper bound on fast-ion content

in a magnetically confined plasma; a measure of the fast pressure profile at marginal stability

is made for the first time in the RFP. Final thoughts and a discussion of future work are

found in Chapter 6.

2.2 MST and Standard Diagnostics

2.2.1 The Madison Symmetric Torus

The Madison Symmetric Torus is a toroidal magnetic confinement experiment capable

of producing reversed-field pinch plasmas. These are characterized by a reversal in the

direction of the toroidal magnetic field near the edge. The most common toroidal device,

the tokamak, uses external coils to produce a large toroidal field in the plasma. In an RFP,

the toroidal field is not driven externally, but allowed to arise naturally by currents within

the plasma. Thus a large externally imposed Bφ and relatively modest Ip for the tokamak,

compared with comparable Bφ and Bθ in MST leads to significantly different q-profiles, a

feature with implications on mode stability and fast-ion dynamics. Typical magnetic field

profiles are shown in Figure 2.1. MST is one of only a handful of RFPs currently in operation,

alongside RFX-mod [5] in Padua Italy, EXTRAP-T2R [6] in Stockholm Sweden, RELAX [7]

in Japan, and most recently KTX [8] in China. The RFP, with a very high current density

and naturally high β is a fusion energy concept that can be driven to ignition by ohmic

heating alone, with no need for complicated and vulnerable RF or NBI heating systems.

Thus RFPs provide an alternative regime for studying plasmas and for discovering a way

forward to fusion.

The MST vacuum vessel as well as the diagnostics relevant for this work (those discussed

here and in 3.4) are shown in Figure 2.2. The plasma parameters of MST are specified

in Table 2.1 and typical MST discharge signals are illustrated in Figure 2.3. The line-

integrated electron density climbs rapidly during ionization at the onset of the discharge,

then stabilizes. The toroidal plasma current ramps up during the first 15 ms to its flat-top

value before ramping back down towards the end of the discharge. During the 20-30 ms flat-

top period the plasma is in its metastable state where the major evolution of the magnetic
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Fig. 2.1: The RFP magnetic topology. A toroidal field of similar amplitude to the poloidal field
reverses direction near the edge.

field is determined by the sawtooth cycle, seen as the large spikes in many of the operation

signals. Most experiments are conducted during this time period.

Parameter Abbreviation Typical Value Range (±)

Plasma Current (MA) Ip 0.4 0.2
Axial Toroidal Field (T) Bphi(0) 0.4 0.2

Axial Safety Factor q(0) .2 .03
Edge Safety Factor q(a) -0.15 0.15

Electron Density (m−3) n̄e 1.0× 1019 0.7× 1019

Electron Temperature (keV) Te 1.0 1.0
Discharge Length (ms) – 60 30

Tab. 2.1: MST Parameters

Sawtooth events are times of global magnetic reconnection within the plasma and are

named after their characteristic shape on most diagnostic waveforms. These events are a

relaxation of the peaked parallel current density profile, resulting from both preferential core

drive (applied toroidal induction Eφ aligns with B in the core) and a lower plasma resistivity.

The tearing instability is driven by ∇J‖ creating a broad spectrum of modes resonant in the
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Fig. 2.2: MST vacuum vessel and relevant diagnostics. NBI, CiNDe, ANPA, and global neutron
detector locations are shown with appropriate injection/viewing geometries.

Fig. 2.3: Typical MST discharge signals. (a) Plasma current and neutral beam power (b) Volume-
averaged and edge-valued toroidal magnetic field (c) Line-averaged electron density (d)
Core-most resonant tearing mode amplitude (d) Total MST neutron flux
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plasma at locations where the wave vector of the mode is perpendicular to the magnetic field

k ·B = 0 (2.1)

k ·B =
m

r
Bθ +

n

R
Bφ = 0 (2.2)

⇒ −rBφ

RBθ

=
m

n
= q(r) (2.3)

Where we have introduced the safety factor q = RBφ/rBθ, and shown that the condition for

resonance is met where q is a rational number q = m/n. These modes generate a 〈ṽ× b̃〉 emf

that rapidly flattens the current. Magnetic fluctuation levels then quickly subside and the

applied toroidal induction begins the process again. This is analogous to the beam-sourced

fast ion pressure which drives periodic bursts of Alfvénic activity that flatten the pressure

gradient.

Finite resistivity in the plasma allows the growth of island structures at q-rational surfaces

in the plasma (Figure 2.4). As these modes grow, they may overlap creating a region of

stochasticity (discussed further in Section 4.1). At a sawtooth event, m = 1 modes present

in the interior of the plasma may nonlinearly couple with m = 0 modes near the plasma

reversal surface enabling rapid relaxation and large drops in stored magnetic energy. This

coupling may be limited, and the resulting strength of the sawtooth reduced, by removing

the m = 0 mode rational surface from the plasma. In MST this is achieved by operating with

a reversal parameter, defined as F = BT (a)/〈BT 〉, equal to zero. This is controlled by the

toroidal field (TF) system, a second iron core transformer that drives current poloidally in

the shell. During a discharge, an initial toroidal field at the wall quickly goes to zero as the

plasma self-evolves, at which point the TF system circuit is opened, preventing current from

flowing and holding Bφ(a) = 0 (and thus F = 0). Minimization of the sawtooth relaxation

effects by choosing a zero boundary toroidal magnetic field allows a more careful study of

the energetic particle pressure dynamics. Therefore only F = 0 plasmas were studied.

2.2.2 Advanced Neutral Particle Analyzer and D-Alpha Array

The advanced neutral particle analyzer (ANPA) on MST provides information on the

distribution of high energy (10-35 keV) ions along the detectors line-of-sight. Built in collab-
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Fig. 2.4: Typical q profile for MST with magnetic island locations (n = 5-15) and approximate
widths overlaid. Note high density of islands at larger radius.

oration with the Budker Institute, it was installed and has been in operation since 2011 [9].

Ions in the plasma can neutralize via charge exchange with background neutrals and exit the

plasma in a straight line. A fraction of fast ions will neutralize with the appropriate pitch

(v‖/|v|) and be collected. Incoming neutrals are stripped by passing through a 10 nm thick

carbon foil which, if biased, gives the newly ionized neutral additional energy, effectively

shifting the energy range of the detectors downward. The ANPA is an “E ‖ B” design

wherein a magnetic field separates the ions by energy and an electric field (parallel to the

magnetic field) separates the ions by mass. The particles are then collected into two arrays

of 10 channeltrons; one array each for hydrogen and deuterium [10].

Physical placement of the ANPA on different MST ports leads to distinct lines of sight and

sampling of the fast-ion distribution. A radial orientation of the ANPA will collect lower-

pitch ions while a tangential viewing geometry will detect a convolution of core-localized

high-pitch ions and edge low-pitch ions. Accounting for the reionization fraction (fr), the

ANPA receives a flux of

Γmeas =

∫
L

n0nfi〈σv〉cxδ(γ − γc)(1− fr) dl dγ (2.4)

where n0 is the neutral density, nfi is the fast-ion density, 〈σv〉cx is the charge exchange cross



15

section, and is integrated along the detector line of sight. Proper measurement of the fast-

ion density thus requires knowledge of the background neutral density which is estimated

through Dα emission.

H-alpha is a spectral line of the Balmer series corresponding to a neutral hydrogen’s

electron falling from the 3rd to 2nd lowest energy level. The light from this transition is

emitted isotropically at λ = 656.28 nm for hydrogen. For deuterium (MST’s main fueling

gas) emission is at λ = 656.1 nm and is referred to as D-alpha (Dα). The intensity of emission

is given by

γDα = nen0〈σv〉excitation (2.5)

where ne is the electron density, n0 is the neutral density, and 〈σv〉excitation is the electron im-

pact excitation rate. MST has a 16 photodiode array that detects Dα light and uses equation

2.5 to calculate the chord-averaged neutral density of deuterium. This can be inverted to

find the 2D background neutral density profile, but because MST’s neutral density is much

higher near the edge (∼ 1018m−3) than in the core (∼ 1015m−3), standard Abel inversion re-

sults in extremely large uncertainties. In practice, as the neutral density changes throughout

a discharge, the Dα signals are used to normalize and provide a relative calibration between

ANPA energy channels.

Lacking an absolute calibration and being sensitive primarily to high-pitch ions in the

core, the ANPA cannot provide complete information on the fast-ion distribution but does

provide information on the energy distribution which is essential to the calculation of the

fast-ion beta profile.

2.3 The MST Neutral Beam Injector

Neutral beam injection became a prevalent control tool in the 1970s [11]. High energy

neutral particles are injected into the plasma volume where they ionize and transfer their

energy to the bulk plasma. This has become a very useful tool not only for plasma heating

and current drive, but also for probing important physics.

In 2009 a 1 MW (40 A, 25 keV) neutral beam injector (NBI) was installed on MST. It has

a tangential injection geometry, as seen in Figure 2.6 which results in a large core-localized
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and high pitch population of ions. Typical beam parameter are summarized in Table 2.2.

Prior to this work the beam was typically fueled with 95% hydrogen and doped with 5%

deuterium to produce a measurable neutron signal as a proxy for fast-ion content through

beam-target fusion. In the presence of EP instabilities, only particles resonant with the

fluctuations are transported. Due to the species dependence of their resonance conditions,

we therefore expect (and have observed, see Section 4.5) deuterium fast ions (and therefore

neutron signal) to behave independently of the hydrogen fast ions, even in the presence of

hydrogen-driven EPMs. For this reason we use 100% deuterium fuel for these experiments

in order to use the D-D fusion neutron flux as a real indicator of the fast-ion content.

The neutral beam enters the plasma at a 45 ◦ horizontal angle from the wall and 6 ◦

below horizontal with a 3.35 ◦ divergence from a porthole 19 ◦ poloidally above the outboard

midplane. Most of the beam neutrals (typically ∼ 90%) become fast-ions in MST through

electron impact, ion impact, and ion charge exchange with the background plasma.

A 25 keV deuterium ion has a speed of ∼ 1.55× 106 m/s (2.2× 106 for a hydrogen ion).

Due to the tangential injection geometry and plasma density profile, most of the beam

neutrals ionize near the core, where their velocity is highly parallel to the local magnetic

field. This (along with good confinement) creates a large population of core-localized high

pitch fast ions in MST. Calculations done using the TRANSP code [12] model neutral beam

deposition resulting in the fast-ion distribution shown in Figure 2.5. TRANSP modeling is

Fig. 2.5: TRANSP modeling of beam deposition from MST’s 1 MW neutral beam injector predicts
a large core-localized population of high-pitch ions.

restricted to regions of positive Bφ as it uses toroidal flux as a radial coordinate, which is

only a small correction for the F = 0 plasmas studied herein (even in F = 0 plasmas a

few centimeters are truncated from the edge of the plasma as Bφ gets small but before it
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Parameter Typical Value

Beam Energy 25 keV
Beam Power 1 MW
Pulse Length 20 ms
Composition 100% D

Energy Fraction 86%:10%:2%:2%
(E:E/2:E/3:E/18)

Tab. 2.2: NBI Parameters

reaches zero). Calculations for NBI in MST consider only classical fast-ion transport, which

is a major omission as EPMs are shown here to limit the fast-ion content. Thus TRANSP

modeling benchmarks experimental results only before the onset of these modes.

Fig. 2.6: The tangential 1 MW neutral beam injector on MST produces a large population of core-
localized high-pitch ions.

2.4 The Alfvén Continuum, Gap Modes, and EPMs

Alfvén waves were first theoretically posited by Hannes Alfvén (after whom the waves

are named) in 1942, just before the first laboratory plasma experiments would take shape in

the late 40’s. By considering a conducting liquid in a constant magnetic field, he calculated

the velocity of a transverse wave in the liquid and suggested that they may play some

role in astrophysical plasmas- specifically in sun spot motion. These transverse waves of

the magnetic field are often compared to a wave on a guitar string. For a guitar, the

tension, linear density, and length determine the resulting wave velocity and frequency.

In a plasma where the field line is being “plucked,” the magnetic field strength provides

the tension and the plasma the inertial mass. On a toroidal surface however, it is more
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helpful to consider these waves as a two dimensional wave, more akin to the vibration on

a drum than a guitar string. The combination of magnetic field strength, plasma density,

and periodicity constraints set by the “drum” determine the mode velocity and frequency.

We can characterize these waves mathematically, starting by combining Faraday’s Law and

Ampère’s Law to get the general wave equation;

∇×E = −∂B
∂t

(2.6)

∇×B = µ0

(
J + ε0

∂E

∂t

)
(2.7)

∇×∇×E = −µ0

(
∂J

∂t
+ ε0

∂2E

∂t2

)
(2.8)

In order to describe the wave behavior we transform to the perturbed quantities by making

the substitutions E → Ẽ and J → j̃. Assuming fluctuations of the form ∝ ei(k·x−ωt) and

linearizing, Equation 2.8 becomes

−k
(
k · Ẽ

)
+ k2Ẽ =

ω2

c2
Ẽ +

iω

ε0c2
j̃ (2.9)

For a transverse wave with motion parallel to B we note that k ‖ B0 and k ⊥ Ẽ ⊥ B̃.

Using j̃ = qin0ṽi and noting k · Ẽ = 0, the component along Ẽ becomes

ε0
(
ω2 − c2k2

‖
)
Ẽ = −iωn0eṽi (2.10)

Decomposing the ion equation of motion into components parallel and perpendicular to

Ẽ and linearizing we can determine ṽi. We make the convention Ẽ = Ẽx̂ and proceed as
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follows;

mi
∂ṽi
∂t

= e
(
Ẽ + ṽi ×B0

)
(2.11)

x̂ : −iωmṽx = eẼ + eṽyB0 (2.12)

ŷ : −iωmṽy = −eṽxB0 (2.13)

ṽx

(
1− e2B2

0

m2ω2

)
=
ieẼ

mω
(2.14)

ṽx =
ie

mω

(
1− Ω2

c

ω2

)−1

Ẽ (2.15)

where Ωc = eB0/m is the ion cyclotron frequency. Substituting this into Equation 2.10,

ε0
(
ω2 − c2k2

‖
)

=
n0e

2

m

(
1− Ω2

c

ω2

)−1

(2.16)

ω2 − c2k2
‖ = −n0ω

2

ε0B2
(2.17)

ω2 − c2k2
‖ = −ω

2c2

v2
A

(2.18)

ω2

(
1 +

c2

v2
A

)
= c2k2

‖ (2.19)

ω = k‖vA (2.20)

where we have utilized ω � Ωc, the definition of the Alfvén velocity vA = B/
√
µ0n0m, and

vA � c.

In a cylindrical geometry, with the picture of a 2D “drum” surface in mind, we impose

the periodicity constraints mλθ = 2πr and nλφ = L where r is the cylinder radius and L the

length. Wrapping the cylinder into a torus makes the periodicity L = 2πR where R is the

major radius of the torus. Then using k = 2π/λ we can write out the periodicity condition
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for an Alfvén wave in a torus with mode numbers m,n

k‖ =
k ·B
|B|

=
(kφBφ + kθBθ)

|B|
(2.21)

=

(
nBφ

R
+
mBθ

r

)
1

|B|
(2.22)

=

(
n+

mRBθ

rBφ

)
Bφ

R|B|
(2.23)

=

(
n− m

q

)
Bφ

R|B|
(2.24)

Since both k‖ and vA are functions of radius this gives us the familiar Alfvén continuum

shown in Figure 2.7.

Fig. 2.7: The m = 0, 1 n = 5 Alfvén continuum for MST equilibrium values computed from 300 kA
F = 0 discharge. Coupling between the m = 0, n = 5 mode (dashed red) and m = 1,
n = 5 mode (dashed blue) opens a gap in the continuum around r ≈32 cm (black).

We proceed with a discussion of the Alfvén continuum guided by the most recent review

of the topic [13]. The dispersion relation expressed in Equation 2.20 shows that because the

group velocity equals the phase velocity (∂ω/∂k = ω/k = vA) then in a uniform plasma the

wave would be dispersionless. However, as can be seen in Figure 2.7 the phase velocity has

a large shear in the radial direction. Due to the finite width of these transverse waves, this

means that parts of the wave at different radii would have different velocities and the wave

packet would quickly disperse. The associated damping of the wave is associated with the
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phase velocity gradient, γ ∝ d
dr

(k‖vA).

Despite the large continuum damping, there are gaps in the Alfvén continuum where

modes may be excited with modest driving. This is a common wave phenomenon that is

a result of any periodic modulation of the index of refraction. In a torus, the curvature

of the device results in a stronger toroidal field on the inboard side than on the outboard

side, resulting in a periodicity in the Alfvén speed along a helical field line as it rotates

around the geometric center of the torus. This is responsible for opening a gap in the

Alfvén continuum known as the toroidicity-induced Alfvén eigenmode (TAE) centered at

fTAE = vABφ/(4πqR|B|) with a width that is determined by the magnitude of the variation

in B from the inboard to outboard side of the machine. Physically this gap opens up due

to the coupling of the two adjacent m-number modes. For example, Figure 2.7 depicts the

coupling between the (0,5) and the (1,5) mode due to the inclusion of the toroidal geometry

(the TAE gap). An MSTFit reconstruction provides the necessary plasma profiles to compute

the cylindrical Alfvén continuum, and an approximation was used to include mode coupling

due to toroidicity [14]. In this case the m=0 wave is propagating in the opposite direction

to the m = 1 mode and at the location where these frequencies cross in the cylindrical case,

the two waves mix and the crossing is avoided.

The importance of these gaps is that they present a region of the plasma with a relatively

large radial extent in which the wave damping is low so that a small amount of drive from

say, an external antenna, may create a mode structure with substantial amplitude. This is in

contrast to attempting to excite a mode at a frequency and radial location on the continuum.

In these places the damping is large and the wave interacts strongly with the background

plasma and the amplitude remains small. It is these two differing regions that give rise

to the two categories into which SAWs typically fall, Alfvén eigenmodes (AEs- gap modes)

and energetic particle modes (EPMs- continuum modes). AEs are given labels that relate

them to the cause of the gap, such as the toroidicity-induced Alfvén eigenmode (TAE) or

ellipticity-induced Alfvén eigenmode (EAE). AEs do degrade fast-ion content by enhancing

transport, but the destabilization of these modes is governed by mode-particle resonances at

specific locations in the plasma and do not always occur (the TAE depicted in Figure 2.7 for

example, has never been observed in MST- see Section 4.4). EPMs on the other hand, are
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excitations of Alfvén waves that occur on the continuum where damping is high. The mode

amplitude grows only when the energetic particle drive outweighs this continuum damping

and in contrast to the AE, the frequency of the mode is largely determined by the orbit

characteristics of the energetic ions.

It is the different causes of mode activity that causes us to be interested in the EPM. AEs

exist at certain frequencies and locations in the plasma, governed by the geometry (magnetic

and physical) of the device. As such, these modes may or may not be excited. In principle,

an experimenter could achieve an arbitrarily high fast-ion beta by only introducing particles

that are non-resonant with the AEs. EPMs have their own criteria for destabilization (as

discussed in section 4.4), but as we will see, since they are destabilized at high drive they

are unavoidable when exploring the limits of fast-ion content in a device.

2.5 A Short History of EPMs

The first observation of fast-ion induced MHD activity and loss was made in the Poloidal

Divertor Experiment (PDX) in 1982. With its 8 MW neutral beam injection system con-

sisting of four perpendicular injection beams, strong magnetohydrodynamic activity was

observed that resulted in a loss of 20-40% of the beam heating power [15]. Dubbed the

“fishbone” instability due to its characteristic signal on the Mirnov coils, theoretical work

soon followed that suggested the mode was a result of energetic particles destabilizing an

internal kink mode and showed that a resonance between the mode rotation and the toroidal

precession of the beam ions should eject the resonant ions [16, 17]. When the machine was

converted in 1983 to the Princeton Beta Experiment (PBX) two of the neutral beams were

reoriented to a tangential injection geometry. Shortly thereafter two new types of bursting

mode activity were observed, both of which correlated with drops in D-D fusion neutron

emission and bursts of charge-exchange neutral flux indicating a rapid transport of beam

ions from the core [18].

Motivated by the unsatisfactory explanations of the observed mode activity, Liu Chen laid

the theoretical foundation in 1994 for energetic particle modes by including both the finite

size of the particle orbits and treating the energetic particle population non-perturbatively
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[19]. In what has become a widely cited work, a new class of MHD modes with frequencies in

the range of typical fast-ion transit, bounce, and precession frequencies are predicted. The

theory updated the understanding of the fishbone instability.

Adding to the theoretical framework, a beam driven mode was identified by Cheng in 1995

(with supporting theoretical work by Briguglio [20], and Santoro [21]) called the resonant

TAE (RTAE) that is “a beam-like mode with its frequency determined mainly by the wave-

particle resonance condition” [22]. This theoretical framework emerged alongside the first

experimental observations of EPMs. In 1995, Heidbrink described a “chirping” mode in

DIII-D that required “large fast-ion beta, and low ratio of beam speed to Alfvén speed”

[23]. By 2000, Zonca and Chen had developed analytic dispersion relations that not only

predicted the frequency chirping observed in many devices, but predicted radial localization

of the EPM due to strong spatial gradients in the energetic particle profile [24]. In 2001, large

drops in neutron emission rate and loss of energetic ions was associated with what was at the

time labeled an abrupt large amplitude event (ALE) associated with beam ions in JT-60U

[25]. In a previous paper where these modes were referred to as bursting modes, they were

found to be destabilized for a volume averaged fast-ion beta of 〈βfi〉 ≥ 0.2% [26]. Based on

the strength of the modes for a peaked versus hollow beam ion pressure profile they were led

to infer “the high pressure or the high pressure gradient of fast ions in the central region, or

both are considered to be responsible for the burst mode excitation.” In Wendelstein W7-AS

a survey of MHD instabilities was reported in 2001. Although limited in fast-ion beta by the

available neutral beam power, bursting modes with chirping frequencies were observed when

the fast-ion beta became comparable to the thermal electron beta (βfi ≤ 1% in the core)

[27]. NSTX observed a strong resonant fishbone interaction at the trapped particle bounce

frequency [28]. A few years of further investigation showed an apparent threshold in EPM

(and TAE) activity above a core beta ratio of 30% (βfi(0)/βtot(0) > 0.3) [29].

In this thesis, we argue that EPM stability represents the upper bound on fast-ion pres-

sure. Weakly damped Alfvén eigenmodes can be destabilized with lower drive, but steps can

be taken to mitigate their effects or avoid them altogether. This is an active topic today

(as an example: Suppressing Alfvén eigenmodes by q profile engineering to improve fast-ion

confinement [30]). For a more chronicled story, consider seminal energetic ion studies in the
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DIII-D tokamak. The ability to run over a large range of reduced magnetic field, a wide range

of shaping and current profiles, and with high power NBI allows studies of several crucial sta-

bility parameters. Toroidicity-induced Alfvén eigenmodes (TAEs) were first identified in the

tokamak in both TFTR [31] and DIII-D where they reported a βf up to 2% (volume averaged

pressure normalized to edge magnetic field) by classical calculation (MCGO) [32]. Further

studies found the stability limit to be βf ∼ 1% [33] for L-mode limiter discharges. In that

work, techniques to increase the damping and hence the stability of the TAE were identified

including increased pressure (βthermal) and shaping techniques. In subsequent higher beta

discharges (normalized beta βN ∼ 3.5, where βN ≡ βtaBt/Ip and βt is the toroidal beta), the

TAE was suppressed as they neared the ideal MHD stability limit, but another mode- the

beta-induced eigenmode (BAE) appeared around half of the TAE frequency, caused by “a

compressional response of the plasma to shear Alfvén waves in the presence of finite pressure

and curvature” which also limited fast-ion content [34]. By moving to a more stable double

null divertor discharge and operating at high B and low ne, βf became a significant fraction

of the total β (& 1/3) and a chirping mode was observed [23]. The volume averaged βf

limit for the EPM was βf & 1% but occurred for fast-ion parallel speed substantially less

than vA. Called the “chirp” instability due to the rapid drop in frequency during the burst,

the theoretical framework followed predicting not only the chirping character of the mode

but also a radial localization of the EPM due to strong energetic-particle gradients [24], an

effect seen when they were first discovered. A critical fast-ion pressure appears to be reached

at which point the mode grows and, due to enhanced fast-ion transport, the fast pressure

profile relaxes.

Unlike an AE, the characteristics of an EPM are determined by the MHD properties

of the background plasma and the EP distribution. As such, once the drive overcomes the

continuum damping and the mode grows, the EP distribution can change rapidly, altering the

characteristic frequency of the mode. The Berk-Breizman (BB) model [35], which predicts

the nonlinear dynamics of the resonant particles using only four characteristic frequencies,

has been quite effective in reproducing EPM effects experimentally observed. Chirping as

well as periodic bursting behavior can all be explained in terms of the linear growth rate γL

of the kinetic drive, the damping γd of the background plasma, the bounce frequency ωb of
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the resonant fast ions, and the rate νeff that particles leave and enter the resonance region.

While in relative infancy, fast-ion effects on the RFP are similarly being studied. Modes

in the TAE gap of EXTRAP-T2R were observed [36] arising naturally (without EP drive),

as were lower frequency global- and reversed-shear Alfvén eigenmodes (GAEs and RSAEs)

in RFX-mod [37]. While MST has a strong NBI for excitation of modes, the TAE, GAE,

and expected beta-induced Alfvén eigenmode (BAE) have not been excited [38]. Magnetic

islands can lead to a periodic distortion of the Alfvén speed and open a gap in the shear

Alfvén spectrum [39, 40], and depending on the topology of a core-localized resistive kink,

a similar HAE gap may be present [41]. Alongside a growing taxonomy of AEs in MST,

strong EPM activity occurs during NBI. Figure 2.8 gives an example of the bursting mode

character typically seen in MST, showing an n = 5 spectrogram for a 300 kA F = 0 discharge

using deuterium NBI firing at 10-30 ms. EPM activity, hereafter interchangeably referred

to as bursting modes, appears as semi-periodic discrete bursts of high frequency magnetic

activity.

Fig. 2.8: Spectrogram depicting typical n = 5 bursting modes. Strong n = 5 tearing mode activity
is shown and represents a good approximation for the core rotation frequency.

The excitation of AEs depends strongly on many factors resulting in a wide variety

of modes observed in different devices, and each type of mode activity is associated with

transport or loss of fast ions, causing a reduction in βf . Even in the absence of AE activity

βf is limited due to the onset of EPM activity when the EP drive associated with a large

∇βf overcomes the damping rate determined by the plasma’s MHD parameters.
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2.6 Summary of key results of thesis

The purpose of this thesis is to investigate the interactions between the fast-ion population

in MST and energetic-particle mode activity. In particular we are interested in seeking

answers to the following questions: (1) What does the fast-ion density profile look like in

MST? How does it change with EPM activity? (2) What is the mechanism for driving EPM

activity? Can a threshold be identified characterizing the EPM stability?

To address the first question, the neutron detection suite for MST was improved. New

neutron detectors capable of accurate flux measurements over the entire achievable range in

MST were developed and calibrated using a beam-blip method [42]. A collimated neutron

detector was constructed to measure the fusion reaction rate as a function of radius. The

fast-ion density (nf ) and fast-ion beta (βf ) were computed using the ANPA diagnostic for

fast-ion energy resolution (f(E)) and inversion of chord integrated neutron emissivity (Γ =∫
nfni〈σv〉 dl). The measured fast-ion profile shows a core-localized population, consistent

with classical predictions. No EPM induced transport was measured, however, pointing

either towards expulsion of a very small population of fast ions from the core or of pitch

angle scattering of fast-ions which results in the experimentally observed drop in ANPA

signal without an associated drop in neutron emission.

The second question was investigated by comparing βf profiles at various |B|, where it

was found that EPM activity in the RFP is largely dependent upon a number of compet-

ing factors. With strong EP drive and reduced core-tearing mode amplitude, NBI readily

populates a region of phase space that drives EPM activity. At plasma conditions of higher

magnetic field, a higher core-tearing mode amplitude and weaker drive (due to sub-Alfvén

beam ions) results in a much reduced gradient in the fast-ion beta profile and subsequently

much weaker EPM activity. A critical gradient of∇βf = 0.5%/cm was identified by studying

profiles at marginal stability.
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3. NEUTRON DETECTION

Effective measurement of the nf profile is crucial for detailed studies of fast ion and EPM

physics. One way to achieve this is by using a suite of neutron detectors to map the neutron

emission within the device. Fusion reactions occur regularly in NBI-heated MST discharges

and because the fusion reactivity (Figure 3.1) is such a sensitive function of relative speed,

most of these reactions occur between beam and bulk ions. Therefore the neutron rate is

correlated to the fast-ion distribution through other measurable quantities.

ΓMST ' Γbt =

∫
ff (E)niσv dE dV (3.1)

where σ is the fusion reaction cross-section at the fast-ion velocity v, and
∫
ff (E) dE = nf .

In both D-D and D-T fusion reactions a neutron can be released and, having no charge,

freely exits the plasma and passes relatively unimpeded through the vessel wall. This feature

makes neutron detection diagnostically attractive as neutrons can carry information (as well

as MeVs of energy) directly out of the plasma without the need for either window or vacuum

port, but this also implies that they are difficult to detect. Neutron detection faces numerous

experimental challenges, including large background signal levels, high detection rates, and

widely varying detector behavior with neutron energy. In MST, an unavoidable and large

unwanted count rate arises from high energy photons created through the bombardment of

the aluminum vacuum vessel by fusion protons.

Three neutron detection diagnostics are used to measure fast-ion dynamics in MST. Two

are global neutron flux measurements of varying sensitivity, the higher sensitivity for mixed

fuel NBI or any thermal fusion measurements and the lower for the high flux environment of

full deuterium beam NBI. The third neutron diagnostic is the collimated neutron detector

where effective shielding provides a well-defined viewing volume. This chapter covers the
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Fig. 3.1: Fusion reactivity rates for various fusion processes. The high velocity of MST beam ions
relative to bulk means D-D reactivity is very sensitive to beam energy.

basics of neutron detection and calibration techniques as they apply to MSTs needs.

3.1 D-D Fusion

The D-D reaction has two branches, which occur with roughly equal probability. (The

D(d, p)T has a slightly higher cross-section up to around 15 keV in the center of mass frame

above which the D(d, n)3He reaction becomes slightly more likely [43]).

D +D → T (1.01MeV ) + p(3.01MeV ) (3.2)

D +D → 3He(0.82MeV ) + n(2.45MeV ) (3.3)

While the D(d, p)T reaction does not produce a neutron it does produce a triton. In the

presence of both deuterium and tritium, a high energy neutron can be created through the
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reaction

D + T → 4He(3.5MeV ) + n(14.1MeV ) (3.4)

The 1 MeV triton resulting from D-D fusion is promptly lost in MST’s magnetic field. There-

fore high energy neutrons resulting from D-T fusion in MST are exceptionally rare and can

be neglected [44].

3.2 Neutron Detection Techniques

Neutrons are uncharged and therefore detected indirectly through their interaction with

various nuclei. There are two basic classes of available detectors. First, a neutron may scatter

off a nucleus, transferring a portion of its kinetic energy. With enough energy transfer,

the recoiling nucleus can ionize the surrounding material. This detection technique is only

efficient for high energy neutrons interacting with low mass ions and in practice only hydrogen

and helium are used. This is the detection method used for MST. The second detection

method relies on the neutron having a nuclear reaction. The resulting byproducts such as

protons, alpha particles, gamma rays, or fission fragments are then detected. A moderating

layer slows the neutrons to increase the relevant cross sections, degrading the temporal

resolution making it a less attractive candidate for flux measurement purposes. This method

has a high thermal detection efficiency and is often used to measure total flux (dose) in

situations where neutron radiation effects on human safety are important.

A wide range of detectors exist in these two categories offering different detection effi-

ciency for high or low energy neutrons, gamma ray sensitivity, cost, etc. In MST, neutron

fluxes of up to around 1011 s−1 are achieved but there also exists a large background of high

energy photons created through processes like electron bremsstrahlung (up to ∼100 keV),

fusion proton induced gammas, and neutron radiative capture. Low energy gammas can be

shielded quite effectively with a minimal thickness of lead but the other higher energy mech-

anisms must be considered. The 3 MeV fusion protons are unconfined by MST’s magnetic

fields and strike the aluminum vessel wall creating a gamma spectrum up to 10 MeV [45].

Detection of these gammas is related to the neutron flux, but the information is difficult to

correlate to the original fusion event. Not only is it temporally decoupled due to the emission
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occurring after the original fusion event, it is also spatially uncorrelated as it relates to where

the proton collided with the vessel wall instead of where it was born. For a good discussion

of neutron detectors the reader is referred to Crane [46].

3.2.1 Scintillation Detectors

MST utilizes a combination of liquid and plastic scintillator detectors to measure neutron

flux. Scintillators are often used for fast-neutron detection because of their fast response time

(on the order of nanoseconds) and modest cost. A disadvantage is that detection probabilities

of neutrons and gamma rays are comparable.

Within the scintillator material, fast neutrons elastically scatter off the nuclei (mostly

hydrogen and carbon). In such a collision, the recoiling nucleus will gain an energy:

ER =
4A

(A+ 1)2
cos2 θEn (3.5)

where A is the atomic mass, θ is the scattering angle of the recoiling nucleus, and En is the

incident neutron energy. The most efficient transfer of energy therefore occurs for hydrogen

where up to 100% of the neutron energy can be transferred. The energy of the recoiling

proton is transferred to the surrounding scintillator material, creating an ionization trail

that excites fluorescent molecules (most commonly anthracite) which emit photons. The

light is collected by a photomultiplier converting it to an electrical pulse.

3.3 MST Global Neutron Diagnostics

Two detectors measure time resolved neutron flux for different operating regimes. Under

normal operation with either no neutral beam injection or injection using the deuterium

doped hydrogen fuel, a higher sensitivity detector is used (named NLF for “neutron low

flux”). At high flux levels the anode current of the PMT for this detector saturates. A

second neutron diagnostic has been constructed as part of this research to accurately measure

the higher flux levels of full deuterium NBI operation. A pair of scintillator-PMT detectors

provide a stable measurement with a linear response over the achievable flux range. The pair

of detectors are NMF and NHF (for “medium” and “high flux”), but unless otherwise stated,
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a mention of NHF refers to the average of the two. Both NLF and NHF are positioned on the

machine midplane about one meter from the vacuum vessel within the same gamma-blocking

lead enclosure.

A third tool for measuring neutrons on MST is a ThermoFisher Scientific ASP2(e)/NRD

BF3 “neutron ball” which gives a dosage reading for each discharge. The detector is enriched

with 10B in its fill gas (which has a much higher cross section than the more naturally

abundant 11B) to improve detection efficiency. As boron has a very low cross section for

high energy neutrons, the detector is surrounded by a 23 cm layer of high density polyethylene

(HDPE) to slow the neutrons. Detection occurs when a thermal neutron (E ≤ 0.025 eV ) is

captured in the reaction:

10B + n→ 7Li+ α (3.6)

The resulting recoiling 7Li nucleus and alpha particle travel in opposite directions, depositing

their energy into the gas by creating ion pairs. The ionization is collected in the detector

as a pulse. This is then converted into a dose measurement to ensure safe radiation levels

around the machine. This conversion is a proportionality constant determined in part by

the neutron energy and potential damage to living tissue and contains many questionable

assumptions, but as specified provides a means of calibrating the two neutron detectors as

will be discussed in section 3.3.2 and the Appendix.

3.3.1 Detector Specifications

NLF has a cylindrical Bicron-408 plastic scintillator of 12.7 cm diameter and 12.7 cm

length. It’s a polymerized base of polyvinyltoluene doped with anthracene as the fluor

molecule with a density of nH = 5.23 × 1022 cm−3 (1:1.104 :: H:C) and maximum emission

at λ = 425nm. NHF also uses an anthracene doped polyvinyltoluene scintillator with

similar properties, cut to dimensions of 4.0 cm diameter and 2.54 cm length. At an energy

of 2.45 MeV, neutron collisions with hydrogen have a cross section of 2.5 barns resulting

in a mean-free-path of λH-mfp ≈ 7 cm. The larger volume of the NLF scintillator (and the

operating limits of the PMT used) account for the higher sensitivity.

Optical grease is applied to the scintillator/photocathode surface to increase coupling of
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the photons to the PMT, and the sides of the NLF scintillator were painted with 3 layers

of white reflective paint (Saint-Gobain BC-620) and the bottom covered in aluminum foil.

The NHF scintillators have aluminum foil around the sides and bottom.

Light is converted to a detectable signal in the PMT as the scintillation photons strike the

photocathode initiating an electron cascade through a series of dynodes held at increasing

potentials. The PMT for NLF is a 1.3 cm diameter 10 stage Electron Tubes 9390B. The

photocathode is a blue-green sensitive bialkali with peak quantum efficiency of 28% at λ ≈

400nm. The voltage gain (at a supply voltage of 800V) is ∼ 105. For NHF, a pair of

Hamamatsu R580 PMTs are used. This is a 3.8 cm diameter 10 stage bialkali photocathode

PMT with a quantum efficiency of 27% at λ ≈ 420nm, and a gain of 7.9×105 at an operating

voltage of 1500V. The dark current in both PMT types is on the order of nanoamps. The

bias supply voltage is 800V, 1100V, and 1000V for NLF, NMF, and NHF respectively.

The current pulse from the anode of the PMTs is run through a passive RC integrating

circuit with RC = 30µs for NLF, and RC = 106, 82µs for NMF and NHF respectively. The

signals are then digitized at 100 kHz and written to \mraw misc::nlf, \mraw misc::nmf, and

\mraw misc::nhf.

All three PMTs have mu-metal layers to provide magnetic shielding and are in a 1
4

′′

steel enclosure for electrostatic shielding. An additional 4′′ of lead surrounds the detectors

providing 4π radiation protection against MST plasmas’ significant high energy photon levels

(both x-rays and γ-rays). Even in the presence of high photon energy radiation the lead

reduces the gamma flux by around 99.97%. NLF and NHF are both operated in current

Fig. 3.2: Absorption coefficient versus energy for Lead
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mode, where the signal level is proportional to the neutron flux1.

3.3.2 Global Neutron Detector Calibrations

Neutron detectors are notoriously difficult to calibrate. Energy resolution is lost (or

at least difficult to retain) between the neutron collision and conversion to scintillation

photons, and neutron source strengths are inherently imprecise. The detection efficiency

is also strongly dependent upon the neutron energy, and scatter and secondary radiation

detection are ubiquitous. While lead does very little to change the neutron energy, it is still

a fairly effective neutron diffusor so the inclusion of a 4′′ lead shield further complicates the

process.

NLF has been in use for a number of years and as such, has undergone several calibrations.

Calibration using a small neutron source (7× 109) [2], an NBI beam-blip experiment (7.4×

109) and an estimate based upon detector quantities (1.1 × 1010) [44] give reasonably good

agreement and result in a working calibration factor of cfMST = 7 × 109 neutrons/sec/Volt

where the MST subscript implies a conversion to total MST flux (instead of flux detected or

flux at the detector).

In order to obtain a calibration factor for NHF, the beam-blip experiment is mimicked by

analyzing the first few milliseconds of neutral beam injection. Keeping the time window short

ensures that the assumption of monoenergetic beam ions is still reasonable and also prevents

the beam ion population from growing large enough to perturb the plasma equilibrium

quantities. The detector output voltage is compared to the computed MST flux. An accurate

prediction of the neutron flux requires knowledge of the fast-ion source to the plasma.

Around a 56% fraction of the measured ion current is realized as fast ions in the plasma

after accounting for neutralization in the beam cell (87%), the full energy fraction component

(90%), and the ionization fraction (although sensitive to beam energy, plasma temperature

and density, around 70%). The total fast-ion content is computed by the time-average of

1 While it is possible to operate in counting mode, this requires the time between pulses to be much longer
than the pulse width. Due to the long RC times and high flux environment, both detectors are well beyond
the counting mode regime. The pulse height of an individual neutron interaction is determined by the recoil
proton energy which is a random fraction of the neutron energy determined by the scattering angle (or
impact parameter in the hard-sphere collision analogy). The pile-up of these pulses allows each detectors
signal to be interpreted as a neutron flux using a single calibration factor per detector.
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the beam current through the ramp up phase (Figure 3.3)

Nfi =
〈INBI〉fconv

e
τwin (3.7)

Γneut = σDDvfiNfini (3.8)

where Nfi is the total fast-ion content, 〈INBI〉 is the average NBI current during the beam-

blip, fconv is the conversion fraction giving the percent of the ion current that become fast-ions

in the plasma, and τwin is the time window duration. These fast particles are monoenergetic
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Fig. 3.3: The initial beam current ramp up (a) leads to an increasing number of fast-ions and fusion
rate (b) in MST

and have a confinement and slowing down time much longer than the experiment. The flux

is computed using the D-D fusion cross section σDD, evaluated at the fast-ion velocity vfi,

and depends on the fast-ion content as well as the bulk ion density ni. The bulk ion density

profile is relatively flat in the core, but a large uncertainty persists due to an unmeasured

Zeff . The main impurities in MST are carbon, boron, oxygen, nitrogen, and aluminum,

the concentrations of which have large impacts on Zeff . Here we use Zeff = 3 ± 1 and an

impurity content such that ni/ne = 0.8± .15 which covers the range of values typically used

in MST. It is worth noting that the computed flux levels are a negligible fraction of the total

fast-ion content so consideration of fast-ion losses due to fusion during the time window can
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be ignored.

A calibration factor for each detector is computed by comparing the total neutron flux

and the detector voltage at the end of a chosen time window. A calibration of NLF using

this technique is included to benchmark this method against previous calibrations. Shown

in Figure 3.4 are the results of this analysis. A fit to this data gives calibration factors for

the three detectors

cfNLF = 6.6± 1.2× 109 s−1 V −1 (3.9)

cfNMF = 1.9± 0.4× 1010 s−1 V −1 (3.10)

cfNHF = 3.0± 0.6× 1010 s−1 V −1 (3.11)

Fig. 3.4: Calibrations based on a beam-blip type method for (a) NLF using mixed fuel (5% deu-
terium) NBI discharges and for (b) NMF and NHF using full deuterium discharges.

The inherent difficulty in calibrating neutron detectors motivates multiple, independent

calibrations. The BF3 “neutron ball” enables an independent absolute calibration subject

to a handful of assumptions, and the result is subject to the accuracy of the neutron ball’s

own calibration, 0.552µrem/count, last performed May 15, 2015 at Thermo-Fisher Scientific.

The calibration technique and details about count rate to dose conversion are given in the

Appendix.
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Shown in Figures 3.5a and 3.6 are the integrated detector signals versus neutron ball

readings. For NLF, an initial linear response soon saturates at higher flux levels due to

anode current limitations. NLF is reliable only below a flux level of 1.7 × 1010 n/s (where

n/s = neutrons/sec). Linear fits, using the dose to count rate approximation in the Appendix

result in calibrations for each detector of

cfNLF = 2.56× 109n/s

V
(3.12)

cfNMF = 1.33× 1010n/s

V
(3.13)

cfNHF = 1.82× 1010n/s

V
(3.14)

Fig. 3.5: NLF comparison to neutron ball. (a) integrated signal versus dose gives scaling, calcu-
lated for blue points to avoid saturated anode signal. (b) flattop averages indicate upper
detector operating limit of 2.5 V

Given the reasonable agreement between the calibrations found for NLF between the

calculated beam-blip analysis, neutron ball, and prior attempts at calibration, it is justifiable

to assume that the calibrations found for NMF and NHF using the beam-blip calculation

are also valid and we proceed using these results. In order to determine an upper operating

limit for NLF it is helpful to compare the average flattop voltage of the neutron signal to the

neutron ball dose. As shown in Figure 3.5b, saturation of the signal occurs rather abruptly

above a voltage of around 2.5 V. Utilizing the calibration for NLF this corresponds to an
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Fig. 3.6: NMF and NHF integrated measurements versus neutron ball dose rates. Both detectors
show good linear behavior over entire achievable MST flux range.

upper operating flux level of 1.7× 1010 n/s. NMF and NHF have upper operating limits of

1.9× 1011 and 3.0× 1011 n/s respectively, based on a 10V data recording limit.

3.3.3 Summary of Scintillator-Based Neutron Detectors

Two diagnostics have been established to measure both the lower flux regime (no NBI or

mixed-fuel NBI), and the higher flux levels produced by deuterium NBI. These detectors are

all scintillator-PMT setups which have the fast time response and low cost necessary to be

viable flux diagnostics. The lower flux detector is calibrated to 6.6±1.2×109 n/s/V with an

upper operating flux limit of 1.7×1010 n/s. The calibration factors of the two detectors that

comprise the higher flux diagnostic are 1.9±0.4×1010 n/s
V

and 3.0±0.6×1010 n/s/V for NMF

and NHF respectively with upper operating flux limits of 1.9× 1011 n/s and 3.0× 1011 n/s.

Both detectors for the high flux diagnostic were shown to have good linear behavior over the

achievable range of flux levels.

3.4 Collimated Neutron Detector (CiNDe)

This thesis relies on measurement of the fast-ion density profile through a spatially re-

solved neutron detection diagnostic. The final design of a directionally insensitive detector

embedded within a neutron shield with a viewing aperture is shown in Figure 3.7.
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Fig. 3.7: CAD model of final design of collimated neutron detector (CiNDe). Three detachable
stages (a) allows for easier movement around machine area. A 5.1 cm diameter and 92 cm
bore (b) defines the plasma viewing volume which is scanned across the poloidal cross
section of the machine by adjusting the inclination of the baseplate using a dual worm-
screw jack system (c).
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3.4.1 Modeling

Neutrons have no charge and therefore do not experience Coulomb forces as they travel

through matter. Interactions, especially at high energy, are dominated by elastic scattering

allowing them to travel long distances unimpeded. While this characteristic removes the

need of a port hole to make neutron flux measurements, it necessarily means that shielding

to provide a defined viewing volume is quite burdensome.

One of the concerns in neutron shielding is the energy distribution of the impeding flux.

Neutrons in polyethylene have a mean free path of roughly 5 cm at 2.45 MeV, but this falls off

rapidly with energy as the scattering and absorptive cross sections become larger. A Monte

Carlo type code called MCNP [47] was used to model the neutron transmission through

a slab of PE, as shown in Figure 3.8. The results show that as the shielding thickness is

increased the number of uncollided neutrons drops while a population builds at the lowest

energy with a relatively flat profile between the two extremes. This makes intuitive sense

if we consider a population of collimated neutrons traveling through numerous layers of

shielding. Initially a monoenergetic group, their mean-free-path determines that a certain

percentage of them will have a collision in the first layer. Considering only singular collisions

with hydrogen, we have a population still at full energy and another population that has

between 0-100% of their initial energy depending on their random scattering angle, producing

a flat energy distribution from 0-2.45 MeV. Passing through the next layer of shielding, the

same process repeats; for the population at full energy, some remain uncollided while others

scatter and contribute to the flat energy profile. For the population that has already had

one collision, their probabilities of having another in the subsequent layer vary, with those at

lower energy having higher probabilities of colliding again. Therefore the number of thermal

neutrons grows, connected to an ever reducing number of full-energy neutrons by a relatively

flat distribution. The inclusion of carbon along with other nuclear interaction mechanisms

complicates the picture, but this simple picture is sufficient to explain the behavior seen in

Figure 3.8. Beyond a shielding thickness of ∼30 cm the unwanted background neutron flux

is dominated by thermal neutrons.

Some optimization of the scintillator is possible to further enhance the neutron signal
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Fig. 3.8: MCNP simulation showing neutron energy spectrum after PE slab transit versus slab
thickness

from the plasma viewing volume over the background neutron flux. A scintillator long

along the direction of preferred neutron detection provides a larger likelihood of incurring

a reaction. However, a longer scintillator also provides a larger perpendicular cross section

thereby increasing the likelihood of detection of shield-penetrating neutrons as well. To

address this, a Monte Carlo type neutron following code was developed (similar to MCNP)

to optimize the scintillator design characteristics. The code uses a model of appropriately

weighted abundances of carbon and hydrogen and the appropriate cross sections for elastic

scattering and absorptive processes obtained from the Evaluated Nuclear Data File [48]. The

scintillator in use is polyvinyl toluene (C27H30) doped with anthracene (C14H10). The energy

transferred to the scintillator (i.e. lost by the neutron) was taken to be a good proxy for the

signal level expected. The goal is to identify scintillator geometries that would make it more

likely for a neutron originating from along the scintillator axis to be detected than for one

entering the scintillator from a direction perpendicular to the axis.

A simulation measuring the average energy deposited in the scintillator for axial vs.

shield-penetrating neutrons for various scintillator geometries is shown in Figure 3.9 where

Directionality = log
[

〈Edep〉axial
〈Edep〉radial

]
, the ratio of the average energy deposited per neutron in

the axial or radial direction, with higher values associated with a scintillator more sensitive to

neutrons originating along the axis. Directionality can be improved by reducing the diameter

(at the expense of overall signal) or increasing the scintillator length. Optimization of the

dimensions is performed within the constraints of the open volume inside the shielding. A

3.8 cm diameter, 15.24 cm long Saint Gobain BC-501A liquid scintillator with a type MAB-1
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cell was chosen for its fast neutron detection properties.

Fig. 3.9: Directional sensitivity versus scintillator dimensions. Dashed lines show lines of constant
signal level

3.4.2 Detector Design

In the design of an effective collimated neutron detector, two key aspects must be con-

sidered. First, the detector must have adequate time and energy response to operate ap-

propriately in the expected radiation field. Second, adequate shielding must be in place

around the detector to define a plasma viewing volume. This viewing volume must be of

proper size to allow for a measure of the neutron emissivity to be made while still keeping

the detector signal at a reasonable level above the background. This background radiation

consists of fusion neutrons outside of the plasma viewing volume as well as a large gamma

radiation field. Shown in Figure 3.10 and summarized in Table 3.1 are the cross sections and

mean-free-paths of the two types of radiation through relevant materials.

Polyvinyl Toluene
Range (cm) Aluminum Lead (scintillator)

n 7.95 4.22 3.72
γ 8.56 1.91 23.1

Tab. 3.1: Neutron and gamma mean-free-paths through materials at 2.45MeV

Consider first the neutron shielding. In order to obtain a spatially resolved neutron
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Fig. 3.10: Neutron and gamma mean-free-paths versus energy for various materials.

emission measurement, sensitivity must be reduced to neutrons originating from outside

the plasma region of interest. Energy is transferred through elastic collisions to the recoiling

nucleus as in Equation 3.5 which is plotted in Figure 3.11 for hydrogen and carbon. Collision

with hydrogen includes transfer up to 100% of the neutron’s energy (compared to a maximum

of 28.4% for 12C), so given a random scattering angle a neutron will transfer 50% of its energy

per collision on average. The implication is that 2.45MeV D-D fusion neutrons will require

27 collisions on average to drop to “thermal” levels (�0.025 eV).

Fig. 3.11: Energy transfer ratio versus recoil scattering angle.

To provide the necessary thickness of shielding while maintaining mobility, CiNDe was
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constructed in three separate stages as shown in Figures 3.7,3.12. The bottom stage consists

of a hexagonal array of eighteen 46×19 cm diameter HDPE cylinders enclosed by 3.8 cm

thick HDPE walls with gaps filled with paraffin wax (Figure 3.13). The center cylinder was

removed and replaced by a copper sheath to provide a central cavity in which to house the

neutron detector. This cylindrical array was mounted on a base plate of two HDPE plates

hinged together on one edge and featuring a dual worm-screw jack on the side opposite the

hinge. The jack allows the three stages to be inclined up to 15 ◦ thereby altering the plasma

viewing volume defined by the collimating bore of the top two stages. The bottom of the

lower baseplate is outfitted with seven ball transfers which provides a low profile means of

moving CiNDe around the MST machine area.

The top two stages are a pyramid stack and hexagonal stack of HDPE with a 5 cm bore

through the center. Each stage is outfitted with pairs of handles providing access to the

detector region through removal of the stages. The depth (55 cm) and bore diameter (5 cm)

define a 1.6 ◦ cone half angle for the device. CiNDe was positioned as far underneath the

MST vessel as the presence of other diagnostics would allow and the scan of the poloidal cross

section was achieved by altering the baseplate inclination alone (see Figure 2.2). Neutrons

that are emitted from the plasma volume can scatter off the concrete floor of the MST

machine area and register in the detector if directed towards the underside of CiNDe while

inclined. To counteract this, a 7.5 cm HDPE disk was placed at the bottom of the central

cavity. This was found to be sufficient to reduce backscatter signal to negligible levels.

The next thing to consider is the gamma radiation field of the detector. As discussed

above, the proton branch of the fusion chain releases 3.01 MeV protons which promptly strike

the wall and release gammas isotropically. These gammas are somewhat attenuated by the

5 cm aluminum vacuum vessel (Figure 3.14), but a certain percentage persist, especially

those at higher energies. Another source of gamma radiation to the detector is that of

neutron capture. As neutrons slow in the shielding material their cross-sections for elastic

scattering decrease while other cross-sections grow. Neutrons themselves are unstable and

will eventually beta-decay into a proton, releasing an electron and electron antineutrino in

the process. The free neutron half-life however, is on the order of 15 minutes. This means

that as a neutron scatters around in the shielding material, it will do so until it eventually
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Fig. 3.12: CiNDe: Exploded view of CAD model (left) and photo of diagnostic in place beneath
MST (right).

Fig. 3.13: Construction of the lowest stage of CiNDe. An array of HDPE cylinders provides the
bulk of the shielding. The gaps between cylinders and walls were filled with paraffin wax.
Inset: IR image following wax pour.
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combines with a nucleus. In the case of capture by hydrogen, this results in the emission of

a 2.224MeV gamma [49]. To limit the influence of this background on the detector signal

level, cylindrical lead bricks were cast having an outer diameter of ∼18.4 cm with a central

hole roughly 5 cm diameter to accommodate the PMT/scintillator detector (Figure 3.15).

Fig. 3.14: Gamma transmission through 5 cm MST vessel versus energy.

Fig. 3.15: Exploded view of CiNDe’s neutron detector stack. The PMT/Scintillator are situated
within a stack of cylindrical lead bricks to reduce gamma signal levels and set atop a
HDPE spacer to reduce neutron backscatter from the surrounding lab space. Cables are
fed through the top of the stack and out below the removable CiNDe stages.

3.4.3 Pulse Identification

A signal is detected and recorded by the following process: A fast-ion fuses with a bulk

ion in the plasma, emitting a neutron (half of the time and in a random direction). The
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2.45 MeV neutron passes directly through the Al vessel 53% of the time2. If the fusion

event occurred within the CiNDe viewing volume and the neutron was directed towards the

scintillator, the neutron will pass down the CiNDe collimator bore and enter the scintillator.

Shown in Figure 3.16 is representative raw data taken as part of the datasets discussed

in Chapter 5. A DC offset of 1 V was included to limit saturation of the preamplifier around

±1.3V . The PMT was operated with a bias setting that ensured pulse pile-up occurred as

a negligible fraction of the recorded pulses. As can be seen in Figure 3.16, ample spacing

typically exists between pulses.

Fig. 3.16: Raw CiNDe signal at various zoom levels. Large count rate as expected during NBI, but
well below level where pulse pile-up is a concern.

A pulse-finding algorithm, based on the “automatic multiscale-based peak detection”

(AMPD) method [50], identifies the time stamp of each count for further analysis. Given a

time series D, a large 2D matrix M is created where the element Mij corresponds to the ith

datapoint and value based on the time window width 2j.

Mij =

0 if Di±j < Di

1 otherwise

(3.15)

2 From Table 3.1 a 2.45 MeV neutron has a mean-free-path in aluminum of λmfp = 7.95 cm. The uncollided
percentage after passing through 5 cm of Al is then Γ/Γ0 = exp(−5/7.95) = 0.53



47

If W is the number of time windows considered for an N element data series, M becomes

an N × W matrix. For each time window w ≤ W the local maxima are determined by

summing columns of M creating an array γw such that γi =
∑
Mi,0:w. The local maxima

for this time window is then given by the indices where γw = 0. An optimum time window

is then identified based on which time window gives the largest number of local maxima.

This algorithm provides a robust way to identify semi-periodic pulses in noisy datasets, but

in practice is very computationally intensive. A maximum time window of 50 ns was chosen

for CiNDe data analysis as it resulted in both effective peak identification and reasonably

fast computation times.

Background signal reduction using pulse-shape discrimination was being investigated

during the accumulation of data presented in Chapter 5. For this reason, a PMT bias

setting of 600 V was used to prevent an appreciable fraction of the pulses from saturating

the preamplifier, thus preserving pulse shape. Concurrently, a 137Cs gamma radiation source

was used to investigate pulse amplitudes at various PMT bias settings (137Cs has a strong

emission peak at 700 keV). It was found that for a bias setting of 800 V, the 700 keV peak

coincided with a pulse amplitude of . 1V . After resolving to use differencing techniques

to determine the neutron emission rate, the need for pulse shape analysis was removed and

only pulse identification was necessary. Therefore later data was collected with a PMT bias

voltage of 800 V. This allowed for pulse amplitude discrimination wherein pulses below 2 V

(attributed to low energy γs and thermal neutrons) were removed.

Differencing techniques are used to measure CiNDe neutron count rates. For this mea-

surement technique, we consider four radiation quantities; background neutrons, background

gammas, target volume neutrons, and target volume gammas (where “target volume” refers

to CiNDe’s volume). To eliminate target volume gammas from the signal, a 5×5 cm diameter

lead slug is placed at the bottom of the collimator bore directly adjacent to the detector. To

measure the background count rate (background neutrons + background gammas), a 5 cm

diameter HDPE bore plug is inserted into CiNDe (filling the collimator volume) and a large

number of discharges are recorded building a “closed-bore” dataset. The bore plug is then

removed and an “open-bore” dataset (background neutrons + background gammas + target

volume neutrons) is built with the same plasma parameters. The difference in measured
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count rates gives the target volume neutron count rate. While this technique demands large

datasets to produce reliable count rate differences, it has been successful in producing the

first fast-ion profiles in MST, shown in detail in Chapter 5.
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4. FAST ION DYNAMICS IN MST

Considerably different dynamics are observed in the bulk and fast-ion populations of

MST plasmas. In this chapter we begin in Section 4.1 with a brief overview of magnetic

stochasticity in MST and how it relates to thermal particle confinement. Section 4.2 then

summarizes what is known about fast-ion confinement in MST for various injection geome-

tries. Perhaps surprisingly, the fast ions are only weakly affected by the chaotic underlying

magnetic field and instead approach the limit of classical confinement, explained in Section

4.3 using the concept of a fast-ion q. The conditions for EPM growth are discussed in Section

4.4. Full orbit tracing in the RFP magnetic field illustrates the in-surface guiding center drift

and helps identify particles resonant with observed Alfvénic perturbations. The evidence for

an EPM-limited fast ion content is in Section 4.5 before a summary in Section 4.6.

4.1 Magnetic stochasticity and thermal confinement

The equilibrium magnetic field can be written as B = (0, Bθ, Bφ) where θ and φ re-

spectively refer to the poloidal and toroidal directions. While this is useful for a general

description of the plasma, stochastic fields exist due to time-varying perturbations caused

by multiple closely spaced tearing modes, driven by gradients in J‖. We can write these

perturbations generally as a Fourier series

B̃(r, t) =
∑
k

B̃k(r)e
i(k·r−ωt) (4.1)

with the wave vector k defined using the poloidal and toroidal mode numbers m and n as k =

(kr,m/r, n/R). These perturbations can grow at q-rational surfaces where the wave vector is

perpendicular to the equilibrium magnetic field (Eq. 2.3). At these radial locations, standing-

wave like perturbations can grow giving rise to so-called “magnetic islands.” An example
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representative of the plasmas studied herein is shown in Figure 2.4 where the (m,n) = (1, 5)

is the core-most resonant tearing mode. The radial width of the dominant m = 1 islands

that form can be approximated as [51]

w1,n = 4

√
b̃rn

Bθ(rs)

rs
nq′(rs)

(4.2)

and depends upon the magnitude of the radial magnetic field fluctuation b̃ as well as the shear

in the field line pitch at the rational surface q′(rs). Overlaid on Figure 2.4 are the approximate

island widths at the rational surfaces which reveals large overlap of the islands. The field lines

in these regions can break and reconnect, destroying any original well-ordered flux surfaces

and causing them to become stochastic [52]. This presents conditions for rapid particle and

energy transport resulting in typical MST thermal confinement times of approximately 1 ms

[53].

4.2 Fast-ion confinement

The MST neutral beam injector is routinely operated at an injection energy of Ef =

25 keV, introducing deuterium neutrals into the vacuum chamber at speeds of vf = 1.55 ×

106 m/s. Ionizing with the background plasma either through ion or electron impact or

charge exchange, this newly formed fast-ion population experiences near classical confine-

ment despite the underlying stochastic magnetic field.

Once ionized within the plasma, an ion will be subjected to Lorentz forces that result in

the ion gyro-orbit motion around the magnetic field lines. The Larmor radius measures the

size of these gyro-orbits

F = qv ×B =
mv2
⊥
r

r̂ (4.3)

rL =
mv⊥
qB

(4.4)

Due to the dependence on v⊥, the ion velocity perpendicular to the field, Larmor radii

vary widely depending on the ion’s initial pitch (v‖/|v|) and local magnetic field strength.
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Typical orbit sizes for beam ions range from 1-2 cm near the core where the field is strongest

(∼ 0.4 T), to upwards of 15 cm near the edge. The ions follow helical orbits around the

machine, interacting with the background plasma through Coulomb collisions and, in the

absence of loss, gradually thermalize. Typical MST parameters result in a fast-ion slowing

down time of around 20 ms.

Substantial guiding center drifts result in fast ions in the plasma that execute a wide

variety of orbit types depending upon their pitch. Perpendicularly oriented neutral beams

result in very low pitch fast ions as the radial beam velocity is nearly perpendicular to the

magnetic field along the entire beam path, resulting in “trapped” particle orbits that precess

around the machine. By contrast, neutral beams that inject tangentially to the magnetic

field (like MST’s) often result in large populations of high pitch fast ions due to a large

amount of beam ionization occurring near the core where the beam velocity and magnetic

field are nearly parallel, producing a large population of “passing” fast ions on helical orbits.

It is known that in tokamaks there exist large loss regions in particle phase-space due to

prompt loss as well as large ion drift velocities [54]. The analysis of orbits in MST reveals

much smaller loss regions, due primarily to orbits striking the vessel wall within a gyro-orbit

[55] (Figure 4.1).

Fig. 4.1: Orbit topology in MST reveals low orbit loss and prevalence of co-passing NBI orbits.

The first measurement of fast-ion confinement time in MST was done in 2006 using a
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20 keV Deuterium neutral beam (prior to the installation of the 1 MW NBI system installed

in 2009 used in this thesis). Using a beam-blip technique to introduce a non-perturbative

population parallel to the plasma current, the fast-ion confinement time was measured by

monitoring the decay rate of the neutron flux [2]. Figure 4.2 highlights the results of this

study. During the NBI-on phase shown in gray, a linear increase in neutron emission reflects

the growing fast-ion population in the core. After beam shut-off the fast-ions experience

a confinement time of roughly τf =20 ms, near the classical limit as shown by the τ = ∞

curve. This experiment was repeated for a counter-injection geometry by reversing the

plasma current, and also for radial neutral beam injection by using the diagnostic neutral

beam system. The result of these studies give a fast-ion confinement time of 4 ms for counter-

injection and 18 ms for radial injection. Subsequent studies of fast-ion confinement done via

beam-blip experiments with the 1 MW NBI confirm long confinement times for co-injected

particles over a wide range of MST operating parameters [3], as shown in Figure 4.3.

Fig. 4.2: Beam-blip experiment showing fast-ion confinement times of roughly 20 ms [2]

In certain discharges, MST plasmas spontaneously self-organize into a 3D state known as

quasi-single helicity (QSH) [56] wherein the magnetic topology of the core becomes helical in

nature as depicted in Figure 4.4. Transition to this state is revealed by a sudden dominance

of one mode and a reduction in strength of the other edge-measured magnetic modes. Again

using a beam-blip method, fast-ion confinement times were measured throughout discharges
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Fig. 4.3: Beam-blip experiment with 1 MW NBI reveals near classical confinement of co-injected
ions[3]

where the plasma snapped into and out of the QSH state. As shown in Figure 4.5, as the

plasma enters the QSH state (represented here by a higher n = 5 fluctuation amplitude)

the co-injected fast-ion confinement time degrades from upwards of 20 ms down to near

the levels of counter-injected ions. This lower confinement time is also reflected in ANPA

measurements that show a rapid drop in signal at the onset of QSH [57].

Fig. 4.4: Modeling depicting n = 5 QSH state

The specifics of QSH and the transitions in and out of this state are not the focus of this

research, but a consideration of this phenomenon is relevant. It has been shown that NBI

lowers the core-most resonant tearing mode amplitude and tends to suppress transitions
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Fig. 4.5: Fast-ion confinement times plotted against the n=5 fluctuation amplitude showing degra-
dation of fast-ion confinement to thermal levels in QSH plasma. Red points are for co-
injected ions, blue for counter-injection

to QSH [57]. Two competing processes influence the fast-ion distribution in experiment.

First, a large tearing mode tends to reduce fast-ion confinement (full transition to QSH

not necessary). Conversely, a large fast-ion population tends to suppress the core tearing

activity.

4.3 Fast-ion q

Consider the major sources of drift motion in MST, the ∇B and curvature drifts (the

E×B drift has a much smaller effect on the orbital motion). In tokamaks, the magnetic field

has a B ∝ R−1 character, leading to vertical drift vectors. Particles may average out this

drift during the orbital motion, but the drift has the effect of moving particles between flux

surfaces. In MST, however, the magnetic field gradient and curvature vector are dominantly

in the minor radial direction leading to drift orbits that keep particle motion on a flux

surface1. This is visualized in Figure 4.6 where a portion of the MST vessel is shown for

scale, and a magnetic field line on the q = 1/5 rational surface is shown in black at a radial

1 This is not the case for QSH where a large helical perturbation leads to ∇B and curvature deviating
from a flux surface leading to the poor confinement observed
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location of r/a u 0.2. The fast-ion guiding center follows the red curve, deviating from the

magnetic field line due to the ∇B and curvature drift motion while staying on the same flux

surface.

Fig. 4.6: A simulated magnetic field line (black) and a fast-ion guiding center trajectory (red).
Drift motion causes deviation from the field line while particle stays on flux surface

An understanding of this deviation can be obtained through the notion of a fast-ion q.

Whereas qmag gives the pitch of the magnetic field line using the ratio of the toroidal to

poloidal magnetic fields, fast-ion q gives the pitch of the fast-ion guiding center velocity and

is defined analogously as

qf =
ωφ
ωθ

=
rvφ
Rvθ

(4.5)

where vφ and vθ are the toroidal and poloidal components of the guiding center velocity. The

relationship between qfi and qmag is roughly [2]

qf u qmag +
s‖
b2
θ

ρ
2(1− µΩ)b2

θ − rµΩ′

2R
√

1− µΩ
(4.6)

where s‖ = v·B
|v·B| = ±1 is the sign of the direction of the parallel velocity (positive for co-

injection), bθ = Bθ/|B| is the normalized poloidal component of the magnetic field, ρ = v/Ω,

µ = E⊥
E0Ω

, Ω = eB
m

is the cyclotron frequency, and Ω′ is the radial derivative of the cyclotron

frequency. qf ≈ qmag is recovered in the low energy limit. An example of a typical q-profile

is shown in Figure 4.7 with the shifted qf profiles also plotted for co- and counter-injection

cases. Figure 4.8 highlights the effects of different plasma conditions on the shift from

magnetic-q. The lower ratio of fast-ion to magnetic energy at higher current leads to a
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Fig. 4.7: Typical q-profile showing the safety factor in black. The fast-ion q is also plotted for
co-injection (red) and counter-injection (blue). Also noted are the locations of rational
surfaces

Fig. 4.8: qf profiles for 25 keV DNBI into 300 and 500 kA plasmas. Smaller shift from qmag due to
stronger |B| at higher plasma current. Also shown the approximate fast-ion island widths
overlap at mid-radius.
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reduction in the displacement of qf from qmag.

With this picture, the different confinement characteristics of fast-ions becomes clearer.

In the co-injection case, the fast-ion q profile is shifted upwards away from qmag. Consider a

fast ion in the core of the MST plasma, where the closest resonant tearing mode is (1, 5) The

radial magnetic perturbations are large, but the fast-ion orbit has a significantly different

rotational transform so that the fast-ion does not resonate with the mode. Instead, the

fast-ions that do exhibit an n = 5 rotational transform are located further out in radius

(around r/a u 0.5 in Figure 4.7) where the n = 5 radial magnetic perturbations are weaker.

Additionally, the core-most fast-ion rational surface in this example is the (1, 4) mode, but

since the magnetic q profile peaks around 0.22 on axis, the (1, 4) magnetic island is absent

from the plasma altogether. This leads to very low levels of magnetic fluctuation along a

particle orbit and near classical confinement of co-injected fast ions in the core.

Understanding the dynamics of counter-injected beam ions warrants two observations.

First, at the point of ionization beam ions are bent outward by the magnetic field where they

are bent inward toward the core in the co-injection case. This leads to a higher initial loss

fraction due to both prompt loss (ions striking the wall within a gyro-orbit) and a higher

probability of charge-exchange loss due to the neutral density being higher near the edge.

Secondly, the fact that the fast-ion rotational transform is shifted away from qmag still has the

effect of shifting fast-ions away from locations where they resonate with the local magnetic

perturbation. Observing again Figure 4.7, the (1, 6) rational surface is located at r/a u 0.48

while the fast-ions with (1, 6) type orbits are located around r/a u 0.26. Unlike the co-

injected case however, there is no fast-ion orbit that does not have an associated magnetic

resonance within the plasma as was the case for the (1, 4) co-injected fast ion. This explains

the measurement that counter-injected beam ions have a ∼4 ms confinement time which is

above thermal, but lower than the co-injected case.

The details of the fast-ion orbital motion are important when considering the drive of

Alfvénic modes. Full orbit tracing for a given particle energy, pitch, and location utilizes the

Adams-Bashforth-Moulton (ABM) method [58] (as it was found that the classical Runge-

Kutta method (RK4) failed to conserve energy to sustain gyromotion). Example orbits

highlight the differences between co- and counter-injection. Initial particle parameters are
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chosen to represent a 25 keV beam neutral ionizing shortly after entering the plasma. The

beam injection geometry and point of ionization are shown in Figure 4.9, and give an initial

position of R0 = 1.64 m, Z0 = 0.11 m. Counter-injection mode is achieved in MST by

reversing the direction of the plasma current. Given an initial velocity determined by the

beam injection geometry, this gives an initial pitch (p) of pco = −0.64 and pctr = −0.9.

A third orbit was computed using the same initial position but using a radial velocity to

mimic radial neutral beam injection. The orbits are shown in Figure 4.10 and clearly depict

the influence of the initial inward or outward bending of an ion orbit based on its injection

geometry.

Fig. 4.9: NBI beam center as viewed from above MST (left) and as a poloidal cross section (right).
Beam injection entry and particle ionization location are shown.

Fast-ion confinement spans a wide range in MST, from near thermal-like diffusive timescales

in counter-injection or QSH to near classical in co-injection. The beam-blip method used

for these studies was done intentionally in order to keep the fast-ion population a small

perturbation on the bulk. Due to the good confinement during normal NBI operation, a

large population of fast-ions develops in the core. Eventually a critical threshold is reached,

and a sufficient population of fast-ions has developed that resonantly interacts with and

destabilizes an Alfvén wave. The wave drives rapid transport of the ions, lowering the drive

until the mode decays. The picture developed through the use of the qf parameter has been

shown to be quite useful in understanding the varying confinement times of fast-ions in MST

and plays a key role in determining the particles that resonate with the Alfvén wave.
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Fig. 4.10: Fast-ion orbits following co-, counter-, and perpendicular-injection from the same initial
position. Velocities for co- and counter-injection are determined by NBI beam geometries.

4.4 EPM Growth Conditions

In order for an Alfvén continuum mode to grow, there must be a source of free energy, a

resonance condition must be satisfied to transfer particle energy to the wave, and the drive

must exceed any damping effects. The strength of the drive is related to the gradient in the

distribution function providing the free energy.

Energy is transferred to the wave when the total energy of the ion population decreases by

a flattening of some existing gradient (see Figure 4.11). A common example is that of Landau

damping. Particles with a speed slightly less than the resonant velocity gain energy while

those with slightly larger speed lose energy. Most distributions are monotonically decreasing

with speed, meaning more particles gain energy than lose, resulting in wave damping. The

introduction of a high energy population creates a “bump-on-tail” velocity distribution. The

low-velocity side of the bump will have the reverse effect and transfer energy to the wave

in a process called Inverse Landau damping. While this creates the conditions for drive,

the distribution tends to quickly evolve to become monotonically decreasing with energy

(∂f/∂W < 0), causing wave damping.

A spatially peaked profile contains free energy to drive Alfvénic perturbations. Consider
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the canonical toroidal angular momentum

Pφ = mRvφ − qiψ (4.7)

where ψ = RAφ. Pφ decreases with increasing ψ, so an EP profile that is peaked on axis

has ∂f/∂ψ < 0, but ∂f/∂Pφ > 0. Moreover, as the energy increases with toroidal kinetic

energy Wi,φ = P 2
φ/(2mi), the peaked distribution will have γ ∝ ∂f/∂P 2

φ ∝ ∂f/∂W > 0. The

particles lose energy to the wave, and the condition is satisfied for wave growth. Although

Fig. 4.11: (a) Landau (and Inverse) damping on a velocity distribution showing wave damping and
(transient) wave drive. (b) Axially peaked EP distribution function results in wave drive
due to gradient in the toroidal angular momentum.

this provides the picture for what drives an EPM, it remains unclear which fast-ion profile

(whether density, pressure, or beta) should be identified when seeking a critical gradient for

mode destabilization. This question will be revisited in Section 5.3 after the experimental

data has been introduced.

The last necessary condition for mode growth is that the particles must couple to the

mode allowing for energy transfer. The orbital motion of a particle must align in such a way

so as to “kick” the mode. Mathematically we require
∮
v · Ẽ 6= 0 over several orbit cycles.

For the tokamak, where drift components are dominantly poloidal and vertical, this results
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in the resonance condition [59]

f = nfφ − (m+ l)fθ (4.8)

where f is the mode frequency, fφ and fθ the toroidal and poloidal fast-ion transit frequencies

respectively, and l is an integer related to the poloidal decomposition of the fast-ion guiding

center drift velocity. In the RFP, a strong Bθ leads to a substantial drift in the toroidal

direction. A strict solution for Equation 4.8 with NBI sourced ion orbits cannot be found.

A numerical approach to identifying wave-particle resonance is used.

For this study, a number of NBI ion orbits were modeled. An EPM with appropriate

wave-number was simulated with perturbed Ẽθ, Ẽφ by a simple assumed mode structure. A

radial magnetic perturbation b̃r is modeled with a Gaussian amplitude profile centered at a

chosen minor radius with a small σ= 1 cm half width

b̃EPM = A(r) sin(nφ+ ∆φ) sin(mθ + ∆θ) (4.9)

where A(r) = e−r
2/2σ2

is the amplitude and n,m are respectively the toroidal and poloidal

mode numbers of the EPM. As this study was only interested in finding resonances between

particles and the waves and not optimized power transfer, initial phase offsets were ignored

(∆φ = ∆θ = 0). The fluctuating perturbed Ẽφ and Ẽθ components are then computed as

follows

∇× B̃ = µ0ε0
∂Ẽ

∂t
(4.10)

⇒ Ẽφ ∝ −
∂B̃r

∂θ
= A(r) sin(nφ) cos(mθ) (4.11)

⇒ Ẽθ ∝
∂B̃r

∂φ
= A(r) cos(nφ) sin(mθ) (4.12)

The actual mode structure of an EPM is not well known in the RFP, but this simple model

was sufficient to show resonance with NBI ions at the observed EPM frequency. Figure

4.12 is a summary of the wave-particle resonance investigation. A series of orbits sourced

along the NBI centerline are selected, as depicted in 4.12a. For each orbit, a set of EPMs

are studied for possible power transfer by scanning the radial location and frequency of the
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Fig. 4.12: Orbits modeled from various ionization sites along the NBI geometry (a) show resonance
with a 60-80 kHz EPM around mid-radius (b). Scanning the EPM frequency and radial
location results in “hot spots” of resonance (c) where net energy transferred to the wave
grows in time (d).

mode, an example of which is shown in 4.12c for the orbit marked by the red asterisk. A

sharp resonance in (r,f) space appears where the total power transferred increases with time

(4.12d). For a number of the orbits modeled, a sharp resonance roughly in agreement with

experimental observations (in radius and frequency) is observed and plotted in 4.12b.

4.5 Evidence for EPM-limited fast-ion beta

Alfvénic activity is accompanied by a redistribution of the driving ions and often radial

transport. TRANSP modeling [12] herein neglects the nonlinear feedback on the distribution

and expectedly over-predicts fast ion content in the presence of EPMs. While AE activity

can be avoided in certain cases, the EPM will then destabilize at higher fast-ion pressure

(recall the experiments at DIII-D to suppress the TAE in Section 2.5). The EPM stability

threshold therefore represents the limiting factor in fast-ion confinement. By moving the

reversal surface to the wall and controlling tearing mode activity in this work we have sought

a clean set of experimental conditions in which to investigate and measure the critical fast-ion

pressure.
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NBI-heated discharges with EPM activity exhibit an apparent saturation in core fast-ion

content. The mass difference between hydrogen and deuterium lead to substantially varied

orbits and correspondingly altered interaction with the Alfvén activity. H-induced modes

(as previously observed in mixed-fuel beam power scan studies [38]) do not resonantly drive

transport of deuterium. Shown in Figure 4.13, a deuterium neutral beam scan was performed

into 300 kA F = 0 plasmas. Following beam turn-on, the neutron rate increases with total

fast-ion content. After a few milliseconds, a sufficient population has grown in the core,

and EPM activity is observed at which point the neutron flux rolls over to a quasi-steady

state implying a saturation in fast-ion content. For comparison, the predicted TRANSP

neutron flux is included for a 40 A beam which steadily increases for the duration of NBI.

The observed steady flux level with ongoing particle sourcing is consistent with a critical

gradient being reached which drives fast-ion transport.

Two mechanisms are thought to produce the behavior observed. Fast ions are sourced

primarily into MST’s core via NBI. After a sufficient population has developed, a gradient

drives an Alfvén continuum mode unstable, causing fast-ion transport. While evidence exists

to suggest the fast ions are not lost directly, the fast ions may be moved out in radius where

the n = 5 magnetic island causes larger perturbations to the particle orbit and fast-ion island

overlap may cause stochasticity and loss of the particle.

4.6 Summary

Fast ions in MST can be well confined despite the presence of magnetic stochasticity. Co-

and counter-injected ions exhibit rotational transforms significantly radially shifted from the

associated magnetic perturbation. The core presents an area of very low transport especially

for co-injected ions due to the absence of the magnetic island associated with the fast-ion

mode numbers. Good confinement leads to the growth of a large population of fast-ions in

the core that eventually approach the marginal stability threshold and excite EPM activity.

A gradient in spatial fast-ion profile provides a source of free energy to drive the mode, and

orbit resonance with the mode is satisfied for a sufficient fraction of NBI sourced ions. In both

mixed- and deuterium-fuel NBI beam power scans, saturating behavior is seen on diagnostic
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Fig. 4.13: Full deuterium beam shows EPM signal saturation. (a) 40, 30, and 20 A NBI into 300 kA
plasmas results in (b) n = 5 EPM activity, with mode onset delayed at lower beam power.
After onset of EPM activity, however, (c) neutron flux saturates, breaking with TRANSP
predictions (dashed line).

signals indicating a limit in fast-ion content at marginal stability has been reached.
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5. FAST ION BETA MEASUREMENTS IN MST

Complex nonlinear interaction between the EPM and the driving fast-ion population

generates a fast-ion profile near marginal stability. The measurement of the fast-ion density

(and pressure) profiles reveals the critical βf gradient. We define βf = 2µ0Pf/B
2 is the

fast-ion pressure Pf normalized to the magnetic field pressure. We note that although the

fast-ion and magnetic pressures are both functions of radius, in order to be consistent with

the existing literature we adopt the convention and report volume-averaged fast-ion beta

as 〈βf〉 = 2µ0〈Pf〉/B2(a), where the volume average fast-ion pressure is normalized to the

edge magnetic field value. The collection of fusion neutron diagnostics, and in particular the

collimated neutron detector, along with information on the energy distribution to calculate

the fusion reactivity, are used to measure the fast-ion density and pressure profiles. This

is the first such measurement in an RFP device, and due to the strong magnetic shear

shows a critical βf larger than observed in tokamaks. Prior investigation of EPM activity in

MST revealed simultaneous EPM and AE activity through multiple n-numbered modes. The

plasma conditions herein exhibited almost exclusively EPM activity, making them conducive

for a clean measurement of the critical gradient.

Section 5.1 details the experimental viewing geometries, plasma conditions, and the com-

prehensive analysis of the raw data for each viewing chord. The method of inversion from

chord-integrated neutron flux to spatial fast-ion density profile is described in Section 5.2.

These results, their implications, and avenues for future work are discussed in Section 5.3.

5.1 Experimental Data

2,130 discharges taken over 17 experimental run days compose the data presented here.

Two datasets were created with plasma parameters shown in Table 5.1. The viewing chord
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geometries for each dataset is shown in Figure 5.1 and summarized in Table 5.2. A large

portion of the discharges were taken at the 300 kA plasma settings to improve the counting

statistics allowing modest time resolution of the fast-ion density profile during the discharge.

A sufficient number of discharges were collected at the 500 kA settings to provide a compar-

ison in fast-ion profile between the two operating regimes (varied magnetic field strength).

In addition to each chord data, a large background dataset was also taken at each set of

plasma conditions. The differencing technique discussed in Section 3.4.3 was used to obtain

a net count rate as a function of time for each viewing chord.

Ip (kA) F ne(e13 cm
−3) PMT bias (V) # of discharges

Dataset 1 300 0 0.9-1.0 600 1602
Dataset 2 500 0 0.9-1.0 800 528

Tab. 5.1: Dataset parameters

Fig. 5.1: Viewing chord geometries for 300 kA (left) and 500 kA (right) dataset. Blue lines depict
CiNDe line-of-sight and gray sectors represent the extent of the viewing volume.

A measure of the fast-ion redistribution due to a burst of EPM activity necessitates

mapping the fusion neutron count rate as a function of time in a small window around

the averaged EPM (analogous to “sawtooth-ensembling” techniques commonly employed in

studying RFP physics [60]). As bursts are a very nuanced manifestation of an instability

arising from the interaction between a changing fast-ion distribution and a resonant mag-

netic mode, their appearance in a spectrogram can vary considerably. This makes reliable
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300 kA 500 kA

minimum impact minimum impact
chord parameter (cm) chord parameter (cm)

0 0 0 0
1 3.5 1 5
2 7.0 2 10
3 10.5 3 15
4 14

Tab. 5.2: Chord geometries

computerized identification very difficult and the more labor-intensive process of manual

identification necessary.

A temporal analysis of the neutron count rate and magnetic activity (tearing and EPM)

is performed for each sampled line-of-sight of the collimated detector. Shown in Figure 5.2

is the data analysis for the core-viewing chord of the 300 kA dataset. Figure 5.2a shows a

histogram of CiNDe pulse count-rate and global neutron signal ensembled over the dataset

discharges, showing good agreement until the end of CiNDe’s data time-series at 30 ms.

The ensembled n = 5 tearing mode amplitude (5.2b) highlights an interesting interplay

between fast ions and the core-most resonant tearing mode. A large n = 5 tearing amplitude

reduces fast ion confinement, while a large concentration of fast ions tends to suppress the

core tearing activity. Subtle changes in the averaged fusion neutron flux are mirrored in

the tearing amplitude. The plasma is dynamically evolving during the early NBI period,

reaching a marginally stable state later in time.

A histogram of burst times (5.2c) reveals another interesting phenomenon. An initial

period of rather chaotic looking EPM activity is followed by a quiescent period, eventually

giving way to a nice periodic set of bursts later in the NBI discharge. This is most likely due

to dynamically evolving plasma properties giving way to a quasi-steady. The quasi-steady

state late in the discharge allows for regular uninterrupted burst cycles to occur.

An ensemble around the identified burst times is shown for CiNDe pulses and for the

global neutron detector in Figure 5.2d. Perhaps surprisingly1, there is not a measurable

1 Earlier measurements with fast hydrogen revealed a drop in the (pitch-sensitive) ANPA measurement
during mode activity, implying a redistribution of fast ions that (up to now) has been attributed to a
flattening of the fast-ion spatial profile
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change from before to after the EPM. In fact, panel (d) of 5.2-5.10 (each individual viewing

chord for the two datasets) shows no change in neutron rate before versus after a burst of

EPM activity. More discussion appears below.

Fig. 5.2: Data analysis for core-viewing chord (0 cm impact parameter) for 300 kA dataset. Com-
paring CiNDe count rate to global neutron rate (a) and core-most tearing mode amplitude
(b). Burst times plotted in (c) are ensembled for CiNDe and global neutron data in (d).

5.2 Data Inversion Method

The spatially resolved chord integrated fusion neutron count rates are inverted to measure

the fast-ion density profile. Each chord has a pulse count rate on the order of 15,000 s−1.

The uncertainty is determined by averaging the time-dependent data on each viewing chord

(represented by histograms in Figures 5.2-5.10a) and computing the standard error of the

mean for each time bin. Larger time bins provide better statistics at the expense of temporal

resolution. The plots presented here represent an attempt to strike a balance between these

two effects. For each chord the background count rate is removed from the open-bore count

rate. To accurately compare the open- and closed-bore datasets, they were normalized

to the ensembled global neutron detector signal. The comparison then shows the clear

signal increase when the bore plug is removed as depicted in Figure 5.11. The background

is removed from the signal by taking the difference of these two normalized time series.
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Fig. 5.3: Chord 1 (3.5 cm impact parameter) analysis for 300 kA dataset

Fig. 5.4: Chord 2 (7 cm impact parameter) analysis for 300 kA dataset
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Fig. 5.5: Chord 3 (10.5 cm impact parameter) analysis for 300 kA dataset

Fig. 5.6: Chord 4 (14 cm impact parameter) analysis for 300 kA dataset
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Fig. 5.7: Data analysis for core-viewing chord (0 cm impact parameter) for 500 kA dataset. Com-
paring CiNDe count rate to global neutron rate (a) and core-most tearing mode amplitude
(b). Burst times plotted in (c) are ensembled for CiNDe and global neutron data in (d).

Fig. 5.8: Chord 1 (5 cm impact parameter) analysis for 500 kA dataset
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Fig. 5.9: Chord 2 (10 cm impact parameter) analysis for 500 kA dataset

Fig. 5.10: Chord 3 (15 cm impact parameter) analysis for 500 kA dataset
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The net count rate is then recovered by multiplying by the global neutron detector signal

ensembled for all datasets. It should be noted that this final step is currently unnecessary as

CiNDe remains uncalibrated and only the relative count rate between chords is important.

The resulting net count rates for all chords are shown in Figure 5.12. Despite substantial

Fig. 5.11: CiNDe pulse count rates for core-viewing chord and background for the 300 kA dataset.
Both signals are normalized to their respective global neutron detector signals to account
for slightly varying plasma conditions.

uncertainty, it is clear that the neutron emission drops rapidly with increasing distance from

the core, which is consistent with the expected core-localized fast-ion population.

Two large time bins are chosen for analysis. Given the dynamic evolution early as seen

in the decrease in n = 5 tearing mode activity, we consider an early time (13-20 ms) and a

late time (20-30 ms) in the discharges, the latter presumably representing a state of marginal

stability. A second magnetic field strength is investigated by repeating the measurements in

higher plasma current discharges (500 kA compared to 300 kA).

Measure of the fast pressure (beta) and density requires determining the fast-ion distri-

bution function ff (r, E) with

nf (r) =

∫
ff (r, E) dE (5.1)

Pf (r) =

∫
E ff (r, E) dE (5.2)
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Fig. 5.12: Net count rates for the five (four) chords for the 300 kA (500 kA) dataset. A clear
reduction in neutron emissivity is seen with increasing distance from the core, becoming
effectively zero at ∼15 cm.

We proceed with two assumptions: First, the distribution function is separable into spatial

and energy dependence.

ff (r, E) = ff (r)fNPA(E) (5.3)

This is consistent with TRANSP modeling where the average fast-ion energy is nearly con-

stant in radius (Figure 5.13). The energy dependence fNPA(E) is measured by neutral

particle analysis on MST and by definition of relative calibration
∫
fNPA(E) dE = 1. Figure

5.14 shows the energy resolution of the fast-ion distribution in the 300 and 500 kA plasma

conditions. The measured relative distribution is comparable to the classical slowing dis-

tribution in TRANSP (Figure 5.15). Both the full- and half-energy component are visible,

but what TRANSP models as a large population near the injection energy is measured

experimentally to be much flatter down to lower energies.

The second assumption is that a two-parameter fit describes the spatial dependence

sufficiently well. The distribution is then measured by inversion of chord-integrated fusion

neutron emissivity and a comparison to the total neutron emissivity.

The detailed mapping between fast pressure and neutron emissivity begins by modeling
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Fig. 5.13: TRANSP average fast-ion energy vs time at four radii from r = 0-0.2 m shows near con-
stancy with radius.

Fig. 5.14: ANPA spectrogram for 300 and 500 kA datasets. Injection near 25 keV connects through
a broad profile to the lower energy channels.

Fig. 5.15: ANPA fast-ion energy distributions for 300 (black) and 500 kA (red) plasmas, and com-
parison to TRANSP modeling at 300 kA (blue).
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a Gaussian fast-ion beta profile (the assertion of a Gaussian shape will be relaxed later, with

comments), defined by an amplitude and width (y0, σ). The pressure and density profiles

are found using equations 5.1, 5.2 above

Pmag(r) =
B(r)2

2µ0

(5.4)

Pf (r) = βf (r)Pmag(r) (5.5)

ff (r, E) = βf (r)Pmag(r)
ff (E)∫

E ff (E) dE
(5.6)

The MST plasma is modeled as discrete volume elements and a uniform flux for each

element is computed

Γi =

∫
ff (ri, E)niσvf (E) dE∆Vi (5.7)

where the integration is over energy within each volume element. The ion density is estimated

from the electron density measurements and the fusion reactivity σv is tabulated. The total

predicted flux is given by summing over the MST volume, while the chord-integrated flux is

given by

Γchord =
∑
i

∆Γi
4πr2

i

(5.8)

where the index i reflects only those volume elements within the CiNDe viewing volume and

ri is the distance from the volume element to the detector. The fit parameters are scaled so

that the modeled emissivity matches the measured (calibrated) global neutron flux, resulting

in a calibrated chord-integrated emissivity prediction. A 2D parameter scan is carried out

in order to optimize the two-parameter βf model. Shown in Figure 5.16 is the optimization

done for the 300 kA dataset, “early” in time on the left and “late” on the right. There

is a clear minimum in the y0, σ parameter space and the agreement between modeled and

measured data is good. Each viewing chord effectively adds an equation, and 4 or 5 chords

are used to create an over-specified problem. The fast pressure (beta) and density profiles

are computed with parameters and uncertainties determined from a least squares analysis.

A sensitivity analysis was performed in order to assess how the choice of profile shape

influences the results. We compare three different shapes- Gaussian, linear, and flat- defined

by an amplitude y0 and width σ as shown in Figure 5.17. The optimizations of these two
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Fig. 5.16: Gaussian profile parameter optimization for the 300 kA dataset. A clear minimization
exists in y0 − σ parameter space and results in good agreement between the predicted
and experimentally measured count rates.

parameters for each profile shape for the late portion of the 300 kA dataset are shown in

Figures 5.16(right) and 5.18.

The “flat” profile produces an infinite gradient at some radius and cannot be expected

to find a critical destabilizing gradient. It is included for gaining a sense of the sensitivity

to profile shape only. While it matches the data amusingly well, the χ2 space has a less

well-defined minimum. The linear and Gaussian profile models are both more physical in

the search for a limiting βf gradient. The linear fit uses the critical gradient on the entire

profile, and the Gaussian offers a smooth derivative through the origin. In reality it is more

likely that the profile is Gaussian, as we expect a smooth function in space.

The best fit for each model produces the βf in 5.19. It is worthwhile to note that they

give similar results (particularly in the volume-averaged βf value2), and we proceed with the

analysis assuming Gaussian profiles.

The optimization and comparison of modeled to measured data for 500 kA are shown

in Figure 5.20, with the results used to compute the fast-ion density and pressure profiles

below.

2 The volume averaged beta value is computed as the volume averaged fast-ion pressure normalized to
the edge magnetic pressure. This gives 〈βf 〉 = 2.20, 2.19, and 2.17 for the Gaussian, linear, and flat profiles
respectively.
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Fig. 5.17: Three profile shapes considered to determine sensitivity of results.

Fig. 5.18: Optimization for the 300 kA late dataset linear and flat profiles.
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Fig. 5.19: Comparison of the resulting βf for the 300 kA late dataset following parameter optimiza-
tion for the three tested profiles shown in Figure 5.17.

Fig. 5.20: Gaussian profile parameter optimization for the 500 kA dataset.
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5.3 Fast-ion Profiles

The profiles reconstructed from the two datasets are presented in Figures 5.21-5.23. The

amplitude of the core tearing mode plays an important role in determining EPM dynamics.

At 300 kA, NBI considerably reduces the n = 5 tearing mode amplitude. At 500 kA this

effect is gone. Instead an overall increase in time of the tearing mode amplitude is observed,

due to numerous transitions into QSH within the ensembled set of discharges. The effect

of this is twofold. First, fast-ion confinement in the QSH state drops dramatically from the

otherwise near classical confinement of NBI ions, which will result in a lower overall fast-ion

content. Secondly, the width of the fast-ion islands is set by the strength of the tearing mode

amplitude of corresponding mode number. So as the n = 5 tearing mode amplitude grows,

so does the n = 5 fast-ion island. Thus small radial displacements of a fast-ion have a larger

likelihood of placing it on a stochastic orbit. Observing Figures 5.21-5.22, the tearing mode

amplitude stays flat (and reduced) in the 300 kA case and the profile peaks later in time into

a state of marginal EPM stability. In the 500 kA case however, the tearing mode amplitude

grows during the discharge, resulting in a broader and lower profile later in time.

There is also a considerable difference in the EPM activity between the two datasets. The

ensembled EPM activity shows mode splitting in the 300 kA case which has been observed

before [61], something not present in the 500 kA case. The cause of the mode splitting is

not fully understood, but a possible explanation may lie with the wave-particle resonance

studies in Section 4.4. Previous studies of the n = 5 EPM coupling to an n = 4 and n = −1

mode have shown increased fast-ion transport when multiple modes are active [62]. Shown

in Figure 5.24 is the ensembled n = 5 and n = 4 activity for both datasets. It is clear that

in the present data, only a small fraction of the bursts are associated with triplet activity.

The lack of triplet activity in these datasets presents a substantially different dynamic than

previous studies; a careful investigation of fusion neutron flux by D-driven triplets is a future

experiment.

The relevant quantities from Figure 5.23 are summarized in Table 5.3.

There is a striking difference in the βf profile between 300 and 500 kA. It was perhaps

expected that the beta profiles would show a similar shape, implying one value of a critical
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Fig. 5.21: 300 kA Dataset averages of n = 5 EPM activity (a) and core-tearing activity (b). Op-
timization of profile parameters to match experimental values (c) results in nf profiles
shown in (d) early and late in the discharge.
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Fig. 5.22: 500 kA Dataset averages of n = 5 EPM activity (a) and core-tearing activity (b). Op-
timization of profile parameters to match experimental values (c) results in nf profiles
shown in (d) early and late in the discharge.
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Fig. 5.23: Reconstructed fast-ion profiles, normalized to the bulk ion density nf/ni (top) and βf
(bottom) profiles for the two datasets early and late in the discharge.

Fig. 5.24: A side-by-side comparison of the ensembled n = 5 and n = 4 activity for both datasets
shows a predominance of n = 5 activity.
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β(0)(%) 〈βf〉(%) ∇βf (%/cm) ∇nf (e16/cm4) ∇(nf/ni)(%/cm)

300 kA early 5.53± 0.44 2.52± 0.43 0.29± 0.007 2.65± 0.09 .24± 0.01
300 kA late 7.55± 0.48 2.2± 0.30 0.52± 0.013 5.27± 0.14 0.47± 0.01
500 kA early 1.86± 0.36 1.08± 0.47 0.10± 0.005 3.20± 0.24 0.32± 0.02
500 kA late 1.16± 0.26 0.94± 0.48 0.05± 0.001 1.70± 0.12 0.20± 0.70

Tab. 5.3: Profile gradients

∇βf needed to drive an EPM. The picture remains more complicated, as there are too many

differences between the two cases to draw a simple comparison. The background tearing

activity, the effective drop of beam speed from super- to sub-Alfvénic with increased B, and

the drop in deviation of qf from qmag (Figure 4.8) all contribute to a reduced fast-ion drive

for Alfvénic modes.

The n = 5 tearing mode amplitude is larger in 500 kA plasmas. As a result, the magnetic

island that develops at the rational surface may act to push the steepest part of the fast-

ion gradient out in radius, creating a central region of relatively flat fast-ion density. This

would manifest as the broader and lower density profiles. By moving the gradient further

out in radius, other effects may become important (such as charge-exchange with the neutral

population, or stochastic fast-ion orbits brought on by fast-ion island overlap) that reduce

the fast-ion content, sapping the free-energy source needed to drive the EPMs. More simply,

confinement of fast ions may be reduced with larger tearing mode amplitude. A larger

tearing mode amplitude in the 500 kA case may reduce the fast-ion confinement time leading

to weaker EPM drive.

Ensembling together the bursts identified from the two datasets (Figure 5.25) further

supports this picture. The duration of the burst differs in the two cases. 300 kA plasmas

exhibit stronger drive (due to a more strongly peaked fast-ion profile). With weaker drive

through a broader fast-ion profile, reduced damping is required to explain the rapid growth.

The observed frequency is similar in both cases. The Alfvén continua representative of the

plasmas studied here (Figure 5.26) then imply the mode is most likely at smaller radius

where the q-profile is flatter.

As a final thought on the interaction between the fast-ion population and EPM excitation,

consider the energy of the beam ions. Relative to the magnetic energy density of the plasma,
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Fig. 5.25: Burst ensemble for (a) 300 kA and (b) 500 kA dataset. Mode amplitude versus time (c)
shows more abrupt bursting behavior at higher current.

Fig. 5.26: Representative Alfvén continua of the two datasets.
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the beam ion energy is much lower in the 500 kA case. In fact, what were super-Alfvénic

ions in 300 kA are sub-Alfvénic, from which we would expect weaker drive of Alfvénic modes.

Furthermore, having a reduced relative energy causes the displacement of qf from magnetic

q to be smaller, resulting in larger fast-ion islands and increased stochasticity of the orbits.

Only in the 300 kA case was a marginally stable state achieved.

The two datasets amassed for this research were an effort to investigate differences in

the fast-ion dynamics at varied magnetic field strengths, in part to help identify the source

of drive for the fast ions (mentioned in Section 4.4). The fact that only one measure of

the fast-ion beta in a marginally stable state was achieved restricts our ability to determine

the profile responsible for EPM drive. Fast-ion beta profiles are reported here as it is what

appears in the theoretical predictions [14, 19]. Furthermore, the discussion of a critical

gradient in fast-ion beta is largely synonymous with a discussion of a critical gradient in

fast ion pressure or density, for two reasons. First, given the peaked, core-localized profile

measured here, the fast-ion pressure scale length is much shorter than the magnetic field

scale length (at mid-radius (∇Pf/Pf )−1 ≈ 2 cm, (∇B/B)−1 ≈ 25 cm see Figure 5.27) so that

(
∇βf
βf

)−1

=

(
∇Pf
Pf
− ∇Pmag

Pmag

)−1

≈
(
∇Pf
Pf

)−1

(5.9)

∇βf ∝ ∇Pf (5.10)

Thus while the Pf term dominates over Pmag as in the conditions studied here, a criti-

cal gradient in the fast-ion pressure corresponds to a critical gradient in the fast-ion beta.

Second, here we have used ANPA data for the energy distribution of the fast ions and as-

sumed this to be constant in radius (which is supported by TRANSP predictions). Since

Pf (r) =
∫
nf (r, E) dE = 〈E〉nf (r) it then follows that

∇Pf ∝ ∇nf (5.11)

This correlation holds so long as variations in radius of the fast-ion energy remain small.

Further experimentation at varied plasma conditions that exhibit marginal stability may

elucidate the correlation between EPM activity and the gradients in βf , Pf , and nf , but
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Fig. 5.27: Fast-ion (red) and magnetic (blue) pressure profiles and corresponding scale lengths.

here a critical βf is reported with the preceding comments in mind.

A comparison with TRANSP shows a modest deficit, where TRANSP classical modeling

predicts βf (0) ∼ 10% and the measured value is βf (0) ∼ 7.5% This reduction is consistent

with fast-ion transport driven by EPM activity unaccounted for in the modeling. Such a

small reduction from the classical confinement prediction implies relatively weak transport

of the fast ions. This is consistent with the earlier analysis which showed no drop in neutron

signal across a burst, and with previous research into the mode triplet which showed enhanced

transport with AE activity [61].

We close the chapter by revisiting the deuterium beam power scan (Figure 5.29a,b,c).

At lower beam current, the neutron flux saturates at a lower level. While this may seem in

contradiction with the claim that all three states are at marginal stability to the EPM, it is

consistent with the picture developed here. EPMs are driven by resonant beam-energy ions

which then cause a preferential loss of those high energy ions. At lower beam current, the

fast-ion pressure builds more slowly. As the fast ions have more time to slow classically before

an EPM, there will be a larger population that will not be resonant with the EPM driven

by higher energy ions. This results in a lower average fast-ion energy at lower beam current.

A second effect is depicted in Figure 5.29d,e. The overlap of fast-ion islands effectively

creates a location (near mid-radius) beyond which fast ions experience substantial radial
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Fig. 5.28: Comparison of modeled (TRANSP) and experimental βf profiles. A reduction in core
βf is consistent with EPM activity driving fast-ion transport.

guiding center velocity perturbations. Here they are diffusive and can be characterized by

some finite confinement time [2]. In Figure 5.29e, the square symbol marks the diffusive

boundary, where the value is set by dNf/dt = S−Nf/τ and S, τ are the fast-ion source rate

due to NBI and the diffusive timescale respectively. A higher source rate would then set a

larger nf “edge” value at this radius. The profile inward is then limited by bursting activity

on a critical gradient producing lower values of nf (0) (and neutron flux) at lower beam

current, consistent with the experiment. While the reduction in tearing mode amplitude is

effectively the same in the 40 and 30 A beam current cases, at 20 A this effect is reduced. The

larger tearing mode amplitude at lower current increases the fast-ion island widths, pushing

the diffusive boundary layer inward, leading to a further reduction in the fast-ion density at

low beam current.
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Fig. 5.29: The deuterium beam power scan revisited from Section 4.5. Various beam currents
(a) result in different saturation levels of the neutron flux (b). The ensembled n = 5
tearing mode activity also shows a reduced effect on the tearing mode reduction at lower
beam current (c). qmag (black) and qf (red) with approximate island widths (d) sets the
diffusive boundary at which fast-ion islands overlap. Modeling a diffusive region outside
this radius and a gradient limited profile inside this radius leads to varied nf profiles (e).
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6. CONCLUSION

6.1 Summary

High concentrations of energetic particles in a magnetically confined device are limited by

EPM activity. As an unavoidable consequence of increasing particle pressure, the stability

threshold of the EPM represents the upper limit of fast-ion content. Alfvén eigenmodes are

commonly observed, and an isotropic slowing distribution is likely to have resonant orbits for

all kinds of modes, some of which may be avoided. Such avoidance simply allows the fast-ion

population to grow until a critical gradient is reached at which point an EPM transports

resonant particles and flattens the fast-ion profile.

To scientifically study the EPM and its stability limit, a set of plasma conditions were

found where tearing mode and fast-ion orbit losses were controlled and a single (or multiple

but non-overlapping) Alfvén waves were present. The lack of multiple active modes shows

that the measurement made at marginal stability late in the 300 kA dataset represents a

good measure of the EPM stability threshold.

This data represents the first fast-ion profiles measured in an RFP. Prior to this work,

knowledge of the fast-ion profile was limited to predictions made by classical TRANSP cal-

culations. These results were presumed valid only until the onset of EPM activity. The

fast-ion distribution during mode activity is measured in this work by an improved neu-

tron diagnostic suite. The chord-integrated CiNDe measurements normalized against the

absolutely calibrated global neutron detectors provide the data necessary for inversion to a

resulting density and beta profile. In order to assess the evolution of the profile as well as

the driving mechanism for the EPMs, we compare profiles reconstructed early and late in

the NBI discharge as well as between plasmas with differing |B|.

MST’s 1 MW NBI sources fast-ions into the core where they exhibit nearly classical
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confinement times. Interaction with the plasma broadens this profile somewhat in both pitch

and radius, but a large core-localized high pitch population remains, creating the free-energy

source to drive EPM activity. The destabilization threshold is determined by the strength

of the EP drive, the continuum damping rate, and resonant orbit requirements. When the

mode is destabilized, fast-ions resonantly interact with an Alfvén wave, losing energy in the

process. The depletion of energy and interaction with the magnetic perturbation they helped

create causes rapid nonlinear evolution of the fast-ion profile.

When operating with NBI in lower current discharges, MST routinely reaches marginally

stable EPM states where the fast-ion source rate is matched by the periodic loss of fast-

ions through EPM bursts. The results of this work show that marginal stability is reached

in plasma conditions considered, at a critical gradient of ∇βf = 0.5 %/cm. The drive is

sensitive to variations in the core-most tearing mode amplitude. At lower Ip neutral beam

injection reduces the amplitude of the core-most mode, aiding in the development of a large

peaked fast-ion profile in the core. The larger tearing mode amplitude at higher Ip pushes

the fast-ion profile further out in radius increasing loss effects due to charge-exchange and

fast-ion orbit stochasticity. The relatively flat fast-ion profile in the core reduces EPM drive,

resulting in only weak mode activity.

6.2 Future Work

6.2.1 Fusion Proton Detector

The detection of fusion protons is in many ways the experimental complement to this

research. The 3.01 MeV D-D fusion protons are only weakly influenced by MST’s magnetic

field and quickly exits the plasma in an almost straight line. It is therefore possible to map

the fusion profile in MST by measuring fusion proton emission along multiple lines of sight.

However, protons do not pass through the vacuum vessel like neutrons readily do but instead

bombard the aluminum wall and emit a spectrum of high energy photons. It is therefore

necessary for this diagnostic to use a vacuum port, adding difficulty to the task of gathering

data from multiple viewing chords across the plasma.

A fusion proton detector has been developed at Tri Alpha Energy and tested both on
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the C2-U device [63] and recently on MST as well. In both cases the detector, operating in

pulse counting mode, was shown to be effective at gathering proton data. At the time of

writing, however, the detector was awaiting the manufacture of a collimating aperture which

will define a viewing volume similar in size to CiNDe.

A multi-diagnostic approach to measuring the fast-ion distribution in MST is therefore

possible, with increased data collection rates, by utilizing both CiNDe and the proton de-

tector. The proton detector also presents a means to calibrate CiNDe as the proton-neutron

emission rates are effectively the same.

6.2.2 Pulse Shape Discrimination

CiNDe’s neutron detector system was designed to include the ability to pulse-shape dis-

criminate MST’s large gamma background, which are detected nearly as readily as neutrons

in a scintillator. A neutron is detected by recoiling off of a proton which then travels a short

distance through the scintillator depositing its energy by exciting the molecules around it.

A gamma enters the scintillator and ionizes a molecule releasing an electron which is then

responsible for exciting the fluorescent molecules. Both interactions produce pulses of sim-

ilar amplitude, making differentiation between radiation types difficult. Despite the similar

number of photons emitted for each radiation type, there is a small difference in the temporal

photon emission resulting in a difference in pulse shape.

Due to the impurity properties of the scintillator, neutron interactions excite the fluo-

rescent molecule into a triplet state at a higher rate than do gamma interactions [64]. The

triplet state has a longer mean decay time than the singlet state which gives a neutron pulse

a stronger “delayed fluorescence” component than a gamma pulse, though both are still dom-

inated by “prompt” decay fluorescence. CiNDe’s scintillator is a BC-501A liquid scintillator

in a 15.25×3.81 cm diameter cylindrical MAB-1 cell aluminum housing from Saint-Gobain

Crystals. The interior has a reflective coating with a window on one end for optical coupling

to a PMT. The mean decay times for prompt and delayed fluorescence are 32.3 and 270 ns

with peak emission at λ= 425 nm. This couples well with the R580 Hamamatsu PMT which

has a 2.7 ns anode pulse rise time and is the same type used for the NMF/NHF detectors.

The PMT anode is then connected to a Thorlabs TIA60 transimpedance amplifier featuring
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a 5.5 ns rise time and a gain of 3.02× 104 V/A. The resulting voltage pulse is then digitized

at 500 MHz. The digitizer has a sample size of 224 resulting in a maximum data length of ∼

33.5 ms.

Despite the speed of the electronics involved, enough noise was present on the signal

to make pulse shape discrimination ineffective. After much investigation, a measurable

difference in pulse shape was observed after carefully averaging together sets of known gamma

pulses from a 137Cs source (averaging done between pulses and not in time) and comparing

them to the gamma/neutron pulse mixture of NBI data. However, no method has been

found capable of sorting the gamma/neutron pulse mixture by radiation type based on a

pulse-by-pulse basis. Increased shielding against electrical noise and other noise reduction

techniques must be employed to make use of this technique.

More effective data collection will be realized by reducing background signal through

pulse shape discrimination

6.2.3 NBI Fueling Mixture

Given the same qualitative mode behavior with deuterium and hydrogen beam fuel and

the importance of mode-particle resonance for EPM activity, it is interesting to wonder at

the effects of using mixed fuel (perhaps 50/50 hydrogen and deuterium) in order to push

the total fast-ion beta to even greater limits. The fast-ion q profiles for each species are

shifted different amounts from magnetic q, potentially reducing the effect one species’ EPM

on another. It remains to be seen if a two-species neutral beam might be capable of exciting

multiple EPMs due to strong yet distinct sources of energetic particle drive.

6.2.4 Investigation of Mode Structure

Little is known about the EPM structure. Here we used a simplified model and found it

sufficient to predict resonance with the observed mode activity. In the future, measurements

of the perturbed electric fields will allow for a more rigorous approach to this analysis and

a more complete understanding of the mode-particle resonances within MST.
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APPENDIX:

NEUTRON BALL CALIBRATION OF GLOBAL NEUTRON

DETECTORS

In order to determine the ASP2(e)/NRD BF3 “neutron ball” calibration (counts/µrem)

it is placed in a 20 mRem/hr neutron field from a 238Pu-Be source. Pulses are continuously

counted until a statistically significant total is achieved. The resulting count rate is then

compared to the dose rate input to determine the calibration constant. The device is then

tested in various neutron field strengths to ensure linearity and tested with a 137Cs source to

ensure gamma rejection. For every pulse registered in the gas-filled detector the dose readout

increases by 0.552µrem. This is significant since in normal MST operation or while using

mixed fuel NBI, the neutron ball routinely measures ≤ 10µrem for each discharge, meaning

< 20 pulses were registered. Operating at such a low count rate demands ensembling over

many similar discharges.

There are several key assumptions that affect the veracity of the cross-calibration of the

detectors. The neutron ball was calibrated in a 20 mRem/hr neutron field, and because

neutron cross sections change rapidly with energy it is worthwhile to consider the differ-

ences between the neutron fields produced by the calibration source and that of MST. A

238Pu-Be source has an average neutron energy around 4.5 MeV, but has a very broad spec-

trum whereas MST presents an almost monoenergetic field of 2.45 MeV neutrons. While the

dose scales linearly with energy, the detector itself responds differently to neutrons of varying

energies. In fact, due to higher energy neutrons having both a lower probability of slowing

on the polyethylene shielding and a lower detection efficiency in the gas-filled detector, the

neutron ball would actually register a lower dose in a 14.1 MeV (D-T fusion) neutron field

than in a 2.45 MeV (D-D fusion) field of the same neutron rate. For complete accuracy, the
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actual energy distribution of the neutrons would need to be considered. Neutrons from MST

are near the average energy of the calibration source, however, and calibration proceeds un-

der the assumption that 2.45 MeV neutrons are representative of the 238Pu-Be calibration

neutrons.

The measure of radiation imparted to tissue is a measure of energy deposited per mass,

commonly given in units of rads (radiation absorbed dose). Although the rad is a measure of

a real physical quantity, the unit rem (roentgen equivalent man) was designed in an attempt

to quantify the variable amount of biological damage done by different types of ionizing

radiation. Although there is no universal conversion from rad to rem, they can be simply

related through the relation rem = rad×Q, where the value of Q is chosen based upon how

damaging the radiation. Gamma rays, for example, are given a Q value of 1 whereas alpha

particles have a Q of 20. Neutrons fall in between depending on their energy, with Q = 10 an

appropriate choice for MST’s neutron radiation. A 2.45 MeV neutron can now be converted

into a dose in a straightforward way

1neutron = 2.45MeV × 1 rad

100 erg
g

× 10
rem

rad

× 1

80 kg
× 1.602× 10−6 erg

MeV

(.1)

1µrem = 2.04× 105 neutrons (.2)

where a mass of 80 kg was assumed for an average person. It is worthwhile to point out

that with a calibration of 0.552µrem/count, for each count made by the neutron ball it

is “recording” around 105 neutrons. This absolutely calibrated total neutron count can be

compared to the time integral of our fast flux detector signals over a wide range of total

fluxes by varying NBI and plasma parameters.

A fit to the unsaturated data yields a scaling of 7.96 mVs/µrem. NMF and NHF show

good linearity over the entire range of flux levels achievable in MST and yield scalings of

1.53 mVs/µrem and 1.12 mVs/µrem respectively. Utilizing the conversion factor from Eq. .2
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we can then compute a calibration for each detector using

cfdetector = 2.04× 105 neutrons

µrem
× 1

dose scaling
× 1

gf
(.3)

where the dose scaling is that found from the neutron ball comparison, and where gf is the

geometric factor giving the total fraction of neutron emission absorbed by the worker at the

detector location, estimated to be the area of the worker divided by the surface area of MST

times the attenuation factor due to the detector location, gf = 1
30

0.3 [44].


